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Abstract

The elucidation of mechanisms is essential for understanding chemical
reactions. A chemical system can be described by the number and type
of atoms as well as the connectivities between the atoms. During a chemi-
cal reaction, atom connectivities change, which leads to a change in the
energy of the system. To evaluate whether a certain reaction can be accom-
plished and to compare different competing reaction pathways with each
other, the detailed understanding of the energy changes during a reaction
is required. Potential energy surfaces (PES) relate the (free) energy of a
system to its (molecular) structure. A Born-Oppenheimer PES is a special
type of PES, in which the electronic energy of the system is related to its
nuclear coordinates, which are assumed to be fixed, because of the large
mass of the nuclei compared to the electrons. Several points on a Born-
Oppenheimer PES are of special interest for mechanistic studies, because
these structures correspond to minimum- or maximum-energy struc-
tures of a specific reaction pathway. The latter ones are saddle-points on
the Born-Oppenheimer PES and referred to as transition-state structures.

Experimentally, transition-state structures are hard to characterize.
Quantum chemical calculations can in principle access all points on the
Born-Oppenheimer PES, which makes them indispensable for unravel-
ling reaction energetics. Among the quantum chemical methods, density
functional theory is one of the most popular tools, because it scales most
tavorable with system-size. Out of the chemically interesting station-
ary points on the PES, minimum-energy structures can be located in a
straightforward manner. However, the identification of transition states is
significantly more elaborate and requires additional chemical knowledge.
Thus, the improvement of TS optimization methods is an important goal
in computational chemistry.

To identity the shortcomings of a computational method, one may first
study systems which are presumably challenging. Based on the observa-
tions from these studies, improved algorithms can be developed. In the
first two Chapters of this work, two case studies are carried out, from
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which we derive current obstacles for automated chemical mechanism
studies. The first case study is about transition-metal complexes, which oc-
cur in the active center of bioinorganic systems of, e.g, hydrogenases and
a subsystem of it, namely the iron-sulfur cubane. We analyze structure-
property relationships, that are vital for the function of the bioinorganic
system. In the second case study transition-state calculations are carried
out to compare several competing reaction pathways with each other.

Based on an analysis of the strengths and weaknesses of current quan-
tum chemical methods for the exploration of chemical mechanisms, we
propose two new algorithms, MTsEarRcH and HEUREX. The first algo-
rithm combines the efficient Mode-Tracking for the specific calculation
of one vibrational frequency with an eigenvector following type algo-
rithm to circumvent a full Hessian calculation. The latter allows for an
automated reaction network construction of reactions with many pos-
sible side products. Here, we have chosen unspecific protonation and
electron reductions. We show the results obtained with HEUREX for the
nitrogen-fixating Schrock molybdenum complex.



Zusammenfassung

Die Aufklirung von Mechanismen ist essentiell fiir das Verstandnis che-
mischer Reaktionen. Ein chemisches System kann durch die Anzahl
und den Typ der Atome sowie deren Bindungen untereinander beschrie-
ben werden. Wihrend einer chemischen Reaktion dndern sich Bindun-
gen zwischen Atomen, was zu einer Anderung der Energie des Systems
fithrt. Um zu evaluieren, ob eine spezifische Reaktion stattfindet und, um
verschiedene mit einander konkurrierende Reaktionen zu vergleichen,
muss man die moglichen Reaktionswege des Systems kennen. Potential-
Energie-Flachen geben die Energien eines Systems bezogen auf die mo-
lekulare Struktur wieder. Eine Born-Oppenheimer Potential-Energie-
Flache ist eine spezielle Potential-Flache, die die elektronische Energie
eines chemischen Systems in Bezug auf dessen Kern-Koordinaten wie-
dergibt. Die Kern-Koordinaten werden als stationédr angesehen, da die
Masse der Kerne im Vergleich zu den Elektronen sehr gross ist. Einige
Punkte auf der Born-Oppenheimer Potential-Energie-Fldche sind von
speziellem Interesse fiir mechanistische Studien, weil diese Strukturen
den energetisch niedrigsten und hochsten Strukturen von Reaktions-
pfaden entsprechen. Die zweite Struktur entspricht einem Sattelpunkt
auf der Born-Oppenheimer Potential-Energie-Fldche und wird auch als
Ubergangszustand bezeichnet.

Experimentell sind Ubergangszustinde schwer zu charakterisieren.
Quantenchemische Rechnungen kénnen im Prinzip alle stationdren Punk-
te der Born-Oppenheimer Potentialflidche erreichen und sind daher not-
wendig fiir mechanistische Studien. Von den quantenchemischen Metho-
den ist die Dichte-Funktional-Theorie eine der populédrsten Methoden
geworden, weil sie am Besten mit der System-Grdsse skaliert. Von den
stationdren Punkten auf der Potentialfliche, die chemisch relevant sind,
sind die Minima auf unkomplizierte Weise erreichbar. Das Lokalisieren
von Ubergangszustinden ist allerdings deutlich komplizierter und erfor-
dert hdufig chemisches Wissen beziehungsweise Intuition. Daher ist das

Xi
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ZUSAMMENFASSUNG

Verbessern von Methoden zur Lokalisierung von Ubergangszustinden
ein wichtiges Ziel der computergestiitzten Chemie.

Um die Defizite einer Methode zu finden, kann man zundchst Test-
Systeme studieren, um dann basierend auf den Beobachtungen verbesser-
te Algorithmen zu entwickeln. In diesem Sinne werden in den ersten zwei
Kapiteln dieser Arbeit zwei Fallstudien beschrieben, bei denen es sich um
bisher ungeldste chemische Probleme handelt. Die erste Fallstudie handelt
von Ubergangsmetallkomplexen, wie sie in den aktiven Zentren einiger
bio-anorganischer Systeme, z.B. Hydrogenasen, vorkommen und einem
Untersystem davon, ndmlich den Eisen-Schwefel Kubanen. Durch syste-
matische Methoden haben wir einige Struktur-Eigenschafts-Beziehungen
analysiert, die entscheidend fiir die Funktion der bioanorganischen Sys-
teme sind. In der zweiten Fallstudie werden Reaktionspfade einiger che-
misch interessanter Systeme berechnet, die zeigen, welche Reaktionen
moglich sind und welche unter den gegebenen Reaktionsbedingungen
stattfinden.

Basierend auf der Analyse der Stirken und Schwichen der aktuellen
quantenchemischen Methoden zur Aufklarung chemischer Mechanis-
men, stellen wir in den letzten zwei Kapiteln zwei neue Methoden vor,
MTsearcH und HEUREX. Die erste Methode verbindet das effiziente
“Mode-Following”-Protokoll fiir die spezifische Berechnung einer Schwin-
gungs-Frequenz mit einem Optimierungs-Algorithmus, der dem Eigen-
vektor folgt, um der zeitintensiven Berechnung der vollstindigen Hesse-
Matrix zu umgehen. Die zweite Methode erlaubt das automatische Kon-
struieren von Reaktionsnetzwerken und dient insbesondere der Studie
von Reaktionen mit einer Vielzahl von méglichen Nebenprodukten, wie
unspezifischen Protonierungen und Reduktionen, da in diesem Fall eine
manuelle Berechnung der einzelnen Reaktionspfade nahezu unmoglich
wird. Am Ende dieser Arbeit werden die Resultate vorgestellt, die mittels
HeUREx zum Stickstoft-fixierenden Schrock-Komplex erzielt wurden.



Setting the Stage

A chemical system consists of one or more molecules, i.e., atoms that
are connected by bonds according to a specific molecular structure. Such a
system has a specific energy. If the system changes its molecular structure,
which may occur within one molecule or between several molecules,
the energy of the system changes. The relation between a (molecular)
structures and its (free) energy has been documented the first time by
Eyring and Polanyi in 1931 [1]. They refer to this relation as potential
energy surface (PES). Structural distortions defined by two degrees of
freedom span a two-dimensional surface and in the third dimension the
potential energy of the respective structure is displayed. Hence, a PES
helps to visualize the energy changes of a system with respect to structural
distortions. The Born-Oppenheimer potential energy surface is a special
type of PES, in which the potential energies are related to the nuclear
coordinate positions. In 1927 Born and Oppenheimer showed that the
nuclei are approximately static compared to the electrons [2]. Because
of the significantly larger mass, the nuclei move much slower than the
electrons.

Certain points on a Born-Oppenheimer PES are of special interest for
chemical reaction studies. These are local energy-minimum structures
(valleys of the PES) and first-order saddle-points (transition-state struc-
tures). Also higher-order saddle-points exist, but they are less relevant for
chemical studies. Stationary points on the PES are characterized by their
vanishing gradient, which is the derivative of the energy with respect to
the positions of the atoms.
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To understand a chemical reaction, the reaction pathway between two
stable structures (i.e., the reactants) has to be uncovered. In principle,
many pathways connect two stable structures on the Born-Oppenheimer
PES. However, the chemically relevant one is the minimum (reaction)
energy path, which is the lowest-energy path out of all possible reaction
pathways. The highest energy structure on this path is the TS. A TS has
exactly one imaginary frequency. The mode which corresponds to this
imaginary frequency (the transition frequency) is the transition mode. If
one follows this mode downhill along both directions, one reaches the
two minimum-energy structures. These coordinates are referred to as
intrinsic reaction coordinates [3, 4].

The energy differences between a TS and the two minimum-energy
structures which are connected by the TS are the activation energy barriers
for the forward and backward reactions, respectively. In 1889, Arrhenius
derived an equation for the rate constant of a reaction [5] and thereby
introduced the concept of the activation energy. The rate constant is

described by

k = Aexp AE/RT, (1.1)

where A is a material-dependent prefactor, E, is the activation energy, R
the universal gas constant and T the temperature.

In 1935, Eyring, Polanyi, Wigner and Evans developed the Eyring equa-
tion [6], which describes the material constant A in the Arrhenius equa-
tion by the absolute rate theory. The rate constant k can be obtained

by

kBTT exp‘AGi/RT, (1.2)
with the Boltzmann constant kg, the Planck constant /i, the universal
gas constant R, the activation free energy of the reaction AG* and the
temperature 7.

The AG*’s are evaluated from the Gibbs free energies of the minimum-
energy structure and the TS of the reaction. The free energies may be ap-
proximated by the electronic energies at zero Kelvin (neglecting tempera-
ture and entropy contributions). The necessary electronic energies needed
to calculate AE?, can be obtained by solving the electronic Schrédinger
equation for the minimum-energy structure as well as for the TS (Refs.
[7, 8] have been utilized in the following),

k:



HgY¥e = EqV¥e, (13)
where H, is the electronic Hamiltonian, ¥, is the electronic wave function
and E, the electronic energy.

The electronic Hamiltonian at fixed nuclei positions reads

Hel = Tel + ‘/;e + ‘/ext + VNN) (14)

with T, being the operator for the kinetic energy, V.. the operator for the
electron-electron interaction, Ve = ¥, v(r;) (i = 1,.., Ny) the operator
for an external potential, and Vi the operator for the nuclear-nuclear
repulsion of the system.

Several quantum chemical methods exist, which all aim at an accu-
rate description of the electronic structure of a system. Among them
density functional theory (DFT [9]) is the method which scales most
favorable with system-size. By contrast to wave function-based methods
which depend on the N electrons in the system, in DFT the ground-state
electronic energy is described by the electron density p(r), which only
depends on three spatial coordinates (r),

p(r) :Nelf.../|\I’o(r,r2,...,rNel)‘zdrz...drNd. (1.5)

The Hohenberg-Kohn theorems [10] connect the ground-state wave func-
tion with the ground-state electronic density. To obtain the electronic
ground-state energy E o, the functional E, o[ p] is minimized under the
condition, that the integral of the density over the whole space is equal
to the number of electrons (N,) by employing the Lagrange multiplier
method. The functional E.[p] reads

Eaolp] = Flp] + Veu[p], (1.6)

where V., [p] is the functional of the external potential and F|[p] is the
so-called Hohenberg-Kohn functional. The Hohenberg-Kohn functional
can be written in the following form,

F[p] = T[p] +J[p] + Ex[p]; (1.7)

with T[p] being the kinetic energy functional, J[p] being the Coulomb
repulsion energy functional and E,.[p] the exchange—correlation energy
functional. Unfortunately, no analytical form of the Hohenberg-Kohn
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functional has been found. In contrast to J[p], which can be calculated
exactly, T[p] and Ex[p] are not known. Therefore, the Hohenberg-Kohn
functional has to be approximated.

Kohn and Sham [11] had the idea to split the kinetic energy term T[p] of
a system of interacting particles into one part, which describes the kinetic
energy of non-interacting particles (which can be calculated exactly) and
one part, which corrects the kinetic energy term of the non-interacting
particles such that the energy approaches the one of a system of inter-
acting particles. The subsequent equations are called Kohn-Sham (KS)
equations. The ground-state density of the non-interacting reference
system and the interacting system is the same.

KS-DFT takes advantage of the fact that the solution of the Schrédinger
equation for a non-interacting particle system is a Slater determinant.
The correction energy term is referred to as exchange-correlation energy.
Several approximations for this term exist: e.g., the local density approx-
imation, generalized gradient approximation, and hybrid functionals,
which contain an admixture of Hartree-Fock exchange.

The correct wave functions for systems with several transition-metal
centers, in which the electron spins couple, is difficult to describe by a
one-determinant wave function. Therefore, Noodleman et al. [12-14]
introduced a procedure, which allows for the calculation of such systems
by means of DFT or Hartree-Fock equations. The main idea is to split
the total electron density into two contributions: the a-spin contribution
and the -spin contribution. Different a-and -spin contributions on the
atom centers lead to a broken-spin symmetry (BS) solution. In BS-DFT it
is assumed that the Hamiltonian can be approximated by interactions of
the single atom centers. In this work, we employ BS-DFT [12, 15-19] to
model the couplings within Fe,S, cubanes and the Fe-S clusters of [FeFe]
hydrogenases. The excess of a- and 3-spin density described by the local
(§Z,Fe) expectation value [20-22] is calculated for selected iron atoms
to characterize the broken-spin symmetry wave function (determinant).
Since the BS wave functions are not eigenfunctions of $? anymore, a spin
contamination occurs.

Summarizing, for mechanistic studies, one needs a quantum chemical
method to obtain the energies for a given structure and optimization
protocols for the localization of TSs and minimum-energy structures.
The electronic structure calculations may be difficult for, e.g., complexes
with several transition-metal centers, in which broken-symmetry spin-



state solutions are required, or cases in which the surrounding of the
quantum mechanically treated part has a strong effect. Thus, in our first
case study two bioinorganic systems, in which these difficulties may occur,
are studied. These are: the active center of a [FeFe] hydrogenase, which
forms hydrogen from protons and electrons, and single Fe,S, cubanes,
which are involved in electron transport reactions. By systematically
scanning structural distortions in the first ligand sphere around Fe,S,
cubanes, the properties of the potential energy surface of these clusters
have been elucidated.

Having achieved the first step, i.e., obtaining reliable energies, the next
step is the search for minimum-energy structures and transition-state
structures on the Born-Oppenheimer PES. Minimum-energy structures
can be obtained in a straightforward manner and are thus not further
discussed here. However, current TS-optimization procedures are not
completely straightforward and cannot guarantee that the lowest-energy
TS will be found. Therefore, the improvement of TS-optimization algo-
rithms is highly desirable. To figure out an efficient way of automated
transition state searches, we investigate commonly employed TS optimiz-
ers by performing case study 2.

In the second part of this thesis (Chapters 5 and 6) we develop a mode-
following TS-optimization procedure, called MTSEARCH, and a reaction-
network-exploration algorithm based on a heuristic structure generation
and a subsequent TS-search between structure pairs related by an ele-
mentary reaction, called HEUREX. Our focus is on the systematic inves-
tigation of protonation and reduction reactions. To make sure that all
side-reactions are captured, all sites to which protons might be added are
considered in a combinatorial way. The number of protons to be added
varies between zero and the number of actual proton sites in the substrate
under consideration. With this program at hand, the Chatt-Schrock cycle
of nitrogen fixation will be studied in detail.

Since parts of this thesis are already published, a list of papers that orig-
inated from this work is given in Appendix 3. Parts of this introduction
have been published in Refs. [23-25].






Case Studies 1: Multitude of
Stable Intermediate Structures

2.1 Catalytic activity differences in [FeFe] hydro-
genases

[FeFe] hydrogenases catalyze the formation of H, from protons and
electrons. They are the most efficient ones compared to [NiFe] hydroge-
nases and [Fe] hydrogenases, which catalyze the same reaction [26-30].
Our experimental coworkers (D. Krawietz, M. Winkler and T. Happe,
University Bochum) observed differences in the catalytic activity of the
[FeFe] hydrogenase HydA1 Chlamydomonas reinhardtii (wild type, WT)
and its Argi87Asp (R187D) mutant. The R187D mutant is more efficient
in catalyzing hydrogen than the wild type. This computational study is
performed to provide structural and energetic information to better un-
derstand the experimentally observed differences in the catalytic activity
of the WT and its Arg187Asp mutant. The active center of the [FeFe] hy-
drogenase is referred to as H-cluster, which is well characterized [28-31]
and consists of an Fe,S, cubane connected by a cysteine-sulfur bridge to a
[2Fe]y subcluster. In the catalytic cycle of H, formation the H-cluster oc-
curs in two or three different oxidation states (which is currently debated
[32, 33]): the oxidized form (H°¥) and the reduced from (Hrd), which are
definitely involved in the catalytic H, formation, and a super-reduced
species (H*™d), which may also play a role. We study the coordination
energies of H*, H,, CO and O, to the [2Fe]y subcluster and of HOO* to
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the Fe,S, cluster of the H-cluster of both systems. The H* and H, coordi-
nation energies may indicate differences in the catalytic formation of H,
from protons and electrons accomplished by the respective hydrogenase
system. The O, and HOO®* coordination energies are calculated, because
in our previous theoretical work, these reactive oxygen species turned out
to be important for the H-cluster decomposition [34-38]. Furthermore,
we analyze the energy gaps between the highest-occupied molecular or-
bital (HOMO) and lowest-unoccupied molecular orbital (LUMO) of the
oxidized and reduced H-cluster in the different model systems, because a
small HOMO-LUMO gap of the reduced (and oxidized) H-cluster has
been considered important for the catalytic activity of the hydrogenase

(39, 40].

In the crystal structures of the [FeFe] hydrogenase HydA1 Chlamy-
domonas reinhardtii and its Arg187Asp mutant, the [2Fe]y subcluster next
to the Fe,S, cluster is absent, because the protein structure with the [2Fe]y
subcluster could not yet be crystallized. Therefore we structurally align
the WT and mutant X-ray structures with the crystal structure of the
[FeFe] hydrogenase of C. pasteurianum (3C8Y), which has a sequence
identity to the hydrogenase C. reinhardtii sequence of 25% and contains
the [2Fe]y subcluster. In the newly generated WT structure with inserted
[2Fe]y subcluster, the distance between the bridging cysteine sulfur atom
of the [2Fe]y subcluster and the neighboring iron atom of the [2Fe]y
subcluster is significantly larger than in 3C8Y (3.1 A instead of 2.3 A).
Thus, this distance is optimized to 2.3 A by slightly manually moving the
whole [2Fe]y subcluster within the cavity.

Out of the WT and mutant protein structures with manually inserted
[2Fe]y subcluster, we select model structures of two different sizes (re-
ferred to as large and small model system in the following) for the quan-
tum mechanical study. The choice of the two sizes allows us to investigate
the effect of the immediate protein environment on the calculated proper-
ties in the small model system, where only amino acids in close proximity
of the [2Fe]y subcluster are taken into account, whereas in the large model
system a significantly larger number of amino acids close to the H-cluster
is considered. The resulting model systems are depicted in Figures 2.1 and
2.2. The choice of the amino acids, the cutting of the protein backbone,
and the fixation in the large and the small model system are described in
detail in Appendix A.
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Since the R187D mutation introduces a charge difference of two elemen-
tary units, we also create a reference structure with a charge difference
of one elementary unit with respect to the WT and the R187D mutant,
i.e., there is no charge at amino acid position 187. For the large model sys-
tem we generate an R187A model. In the small model system we remove
amino acid 187 (labeled R187-).

Wild type Mutant

Figure 2.1: Large model systems of the H-cluster in the wild type hydrogenase of
C. reinhardtii (left) and its R187D mutant (right). The proximal Fe,S, cluster is included
in both models together with residues Gluzz3, Met375, Cys129 (protonated), Cys377,
Cys381, Cys130, Cys185, Lys188, Glu191, Ser153, Gln1s5, Pro154 and Alas4 (labeling
according to protein sequence of HydA1). We fixed the backbone C, N and O atoms
at their crystal positions. The H atoms are left out for clarity.

First of all, we perform a constrained optimization of the small and
large model systems of the WT and the R187D mutant, which preserves
the anchoring of the models in the full protein. The computational details
are described in Appendix A. Noteworthy, the [2Fe]y subcluster stays
within the cavity after TPSS/RI/def2-SVP/COSMO(e = 4) structure opti-
mizations in all model systems. Hydrogen bonding interactions between
CN- bound to the distal Fe atom of the [2Fe]y subcluster and amino acids
Glui91, Seri53 and the backbone of Glnis5 and Prois4 are found. In a
recent computational study of hydrogenase C. pasteurianum in our group
it has been shown that these hydrogen bonding interactions lead to the
kinetic hindrance of the y-H formation [41].
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Mutant

Figure 2.2: Small model systems of the H-cluster in the wild type hydrogenase of
C. reinhardtii (left) and its Arg187Asp mutant (right). The proximal Fe,S, cluster is
included in both models together with parts of amino acids Lys188, Glu191, Ser1s3,
Gln1s5, Pro1s4, Cys377, Cys381, Cys130, Cys185 and protonated Cys129 (labeling accord-
ing to protein sequence of HydA1). Atoms labeled by an asterisk were fixed at their
crystal positions.

2.1.1 Single coordination energies

In Tables 2.1 and 2.2 the TPSS/RI/def2-SVP/COSMO(e = 4.0) coordina-
tion energies for H,, O, and HOO® to the H-clusters of the WT, the R187A
and R187D mutant are reported. The coordination energies obtained for
the small and the large model system are qualitatively similar, which
demonstrates that the small model system already resembles the protein
embedding reasonably. Nevertheless, the electronic energy differences
between H* and H™¢ vary by up to 20 kcal/mol. Also the HOO* coordi-
nation energies to the Fe,S, cubane differ significantly, about 10 kcal/mol.
This effect might be due to the fact that in the small model system we
did not take into account any additional amino acids around the cubane
besides the four cysteines and amino acid 187, but focused on the [2Fe]y
subcluster, which is in contrast to the large model system.

To investigate the effect of the fixation, which represents the anchoring
of the small model system in the full protein, on the properties studied,
we probe two different types of fixations at the example of the small model
system. Until now, we have only kept the C atoms of the side chains fixed
(as shown in Figure 2.2). In a second step, we also constrain one hydrogen
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atom next to each fixed C atom at a distance of 1.1 A. In Table 2.3 we show
the coordination energies obtained for the small model system with the
more restrictive fixation. We observe that the more restrictive fixation
does only lead to small differences in the coordination energies, as for
example for the H, coordination energy to the [2Fe]y subcluster.

Table 2.1: Coordination energies: TPSS/RI/def2-SVP/COSMO(e = 4.0) electronic en-
ergy differences (AE,; in kcal/mol) between H**/H™4, H*, H,, O, and CO coordination
energies to the distal Fe atom of the H-cluster and HOO® coordination energies to
the Fe S, cubane for the wild type (WT), R187- and R187D small model systems.
AE(H")in, is the energy difference between the system protonated at the NH bridge
and the one protonated at the distal Fe atom, therefore it is labeled “int” (internal). -*
means that the respective molecule dissociates.

WT (+) R187-(0) Ri187D (-)

HOX/Hred/Hsred HOX/Hred/Hsred HOX/Hred/Hsred
AE4(H/H'red)/ -35.1/ —22.8/ —11.5/
AEq(H™d/Hed)  _g1 +11.5 +21.3
AEq(H" )int +1.4/-8.5 n.a./n.a. -3.2/-12.6
AE.(H,) —4.9/+7.2 +1.6/-* +3.7/+11.2
AE.(Oy) —21.6/-24.0 —23.1/-17.3 —21.1/-18.8
AE4(HOO®) YAl -18.2/—20.9 —-18.1/-21.9
AE4(CO) -29.8/-23.3/—21.0 n.a./n.a./-3.8 —26.3/-18.4/-18.7

In Table 2.4 the charges (in elementary units) and unpaired electron
numbers of the WT and Ri87D H*, Hd and H**d clusters in the large
model systems are reported. The distal (Feq) and proximal (Fe,) Fe atom
of H***d do not have unpaired electrons, instead unpaired electrons can
be found on the cubane S atoms, which are furthest away from the [2Fe]y
subcluster. From the charges as well as the unpaired electrons on the
iron and sulfur, one can see that between Ho* and H'*¢ the biggest differ-
ences occur on Feq and Fe,,, whereas the charges and unpaired electron
numbers stay relatively constant for the cubane iron and sulfur atoms.
If we compare Hrd with H*'d, we observe that the charge on the Hsed
cubane iron and sulfur atoms is twice as large as the charge on the Hd
cubane. This may indicate that the first electron accepted by H°* is mainly
localized on the [2Fe]y subcluster, whereas a further reduction of Hred
mainly affects the cubane.
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Table 2.2: Coordination energies: TPSS/RI/def2-SVP/COSMO(e = 4.0) electronic
energy differences (AE,; in kcal/mol) between H°* and H'd, H, and O, coordination
energies to the distal Fe center of the H-cluster and HOO® coordination energies to
the Fe,S, cubane for the wild type (WT), R187A and R187D large model systems. -*
means that the respective molecule dissociates.

WT (+) R187A(0) R187D (-)
HOX/Hred/Hsred HOX/Hred/Hsred HOX/Hred/Hsred
AE4(H™/H™Y)/  —63.8/ —26.3 —27.2/
AEq(H™4/Hd)  —39.3 +0.7
AEq(H")int +1.0/-11.8/-14.5 —6.6/-19.5/—28.7
AE(H)ine —-3.1/-/ —2.7/-/
AE.(H») -1.0/+7.8 +0.6/-*
AE(0,) -15.7/-34.9 -17.7/-36.3
AE,(HOO®) —6.1/-10.8 -1.1/-9.0
AE4(CO) —27.9/-18.7/-16.0 —26.1/-17.7/-16.0

Table 2.3: Coordination energies: TPSS/RI/def2-SVP/COSMO(e = 4.0) electronic
energy differences (AE, in kcal/mol) between H*/H*d, H, and O, coordination
energies to the distal Fe center of the H-cluster and HOO® coordination energies to
the Fe,S4 cubane for the WT and R187- small model systems with CH’s fixed at a
distance of 1.1 A. -* means that the respective molecule dissociates.

WT (+) R187-(0)
Hox/Hred Hox/Hred
AE (Hx/Hred)  —33.7 -20.3
AE.(H,) -1.8/n.a.
AE4(O,) —21.2/-19.9
AE4(HOQO?®) -*/—26.9
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Table 2.4: TPSS/RI/def2-SVP/COSMO(e = 4.0) charges (in elementary units) and un-
paired electron numbers on selected atoms. Feq is the distal and Fe, the proximal Fe
atom.

total charge unpaired electrons
Feq/Fe,/(Fe+S)cubane  Fea/Fey
H*  -0.28/-0.38/-0.25 0.91/0.17

WT Hred  -0.47/-0.30/-0.3 0.14/-0.08
Hsred  -0.48/-0.28/-0.6 0.01/0.01
H°*  -0.30/-0.38/-0.20 0.94/0.18

Ri187D Hrd  -0.51/-0.26/-0.22 0.02/0.02
Hsred  _0.51/-0.27/-0.56 0.0/0.01

2.1.2 Coordination energy differences

In Table 2.5 the TPSS/RI/def2-SVP/COSMO(e = 4.0) energy differences
between the coordination energies for H*, H,, CO, O, and HOO* to
the H-clusters of the WT and the R187D mutant are reported for the
small and the large model system. Since the coordination energies of
the small and the large model systems are relatively similar, we assume
that the small model system resembles the protein embedding reasonably
well. Nevertheless, we observe that the electronic energy differences
between H* and H™ as well as the HOO® coordination energies differ
significantly for the large and small model systems (by up to 30 kcal/mol
and 20 kcal/mol, respectively). This effect might be due to the fact that
in the small model system we did not take any additional amino acids
around the cubane besides the four cysteines and amino acid 187 into
account, which is in contrast to the large model system.

Overall, the coordination energies for the WT and the R187D mutant
do not differ strongly, but there are several trends, that indicate a higher
H, formation activity of the R187D mutant compared to the WT. First of
all, the internal protonation energy from the bridging NH of the [2Fe]y
subcluster to the distal Fe atom of the R187D mutant is by 4-14 kcal/mol
more exothermic than of the WT H*, H™d and H*"d clusters, respec-
tively. Secondly, the H, coordination energy is by 2-10 kcal/mol more
endothermic for the R187D mutant compared to the W'T, which indicates

2.1
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Table 2.5: Comparison of WT and R187D mutant:  TPSS/Rl/def2-
SVP/COSMO(e = 4.0) electronic energy differences (AE. in kcal/mol) between
Ho* and H™¢ and between H™¢ and H¥*¢, respectively, HOMO-LUMO gaps
(Aegomo-Lumo), Hz and O, coordination energies to the distal Fe center of the
H-cluster and HOO® coordination energies to the Fe S, cubane for the wild type
(WT) and R187D large and small model systems. AE.(H")i,; is the energy
difference between the system protonated at the NH bridge and the one protonated
at the distal Fe atom, therefore it is labeled “int” (internal). In a second internal
proton transfer step from the NH bridge to the distal iron atom a H, molecule is
formed. The corresponding energy difference is listed under AE¢(H*)n 2. The Hred
and He™d clusters of the large model system are protonated at the NH bridge of the
[2Fe]y subcluster leading to an NH} group.

WT (+) - Ri187D (-)
Large model ~ Small model
HOx/Hed/H ! HoX/Hred/Hered
—-7.6/=7.7/-14.2 —4.6/-4.1/-

Results

AEq(H" )int1 The H* shift from NH} to
Fe,; is more exothermic for
R187D than for the WT.

The energy of the H, forma-
tion from an NH} bridge and
a Fe; with a hydride ion is ap-
prox. the same for WT and
mutant.

The H, coordination energy
of R187D is more endother-
mic compared to the WT.
R187D is slightly more sensi-
tive towards O, compared to
the WT.

HO*/H™4 of R187D is less re-
active towards HOO® com-
pared to the WT.

The CO coordination energy
of R187D H*/H™? is more
endothermic for R187D com-
pared to the WT.
AExomo/Lumo decreases for
H°* of R187D and increases
for H™d compared to the WT.

AEel(H+)int,2 +O-4/_/_ -/-/-

AE.(H,) +1.6/n.a./- +2.9/+9.9/—

AE.(O,) —2.0/-1.4/- +0.5/+5.2/-

AE.(HOO®) +5.0/+1.8/- n.a./+s5.2/-

AE(CO) +2.1/+1.0/+0.0  +3.5/+11.2/—

AEpomojiumo  —10.0/+12.2/-  —11.7/+7.0/-

AEel(Hox/red)/
AEEI(Hred/sred)

+36.6/+40.0
+1.1/+17.9
(same charges
for each redox

pair)

+23.6/+30.4

The reduction of Ri87D is
more endothermic than of
the WT — H*"*? gets unsta-
ble, but: the charge artifact is
large!
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that the H, affinity to the distal Fe atom is lower than in the WT. More-
over, the HOO®* coordination energies are slightly less exothermic (by
2-5 kcal/mol) for the mutant than for the WT. This observation might be
taken as an indication of a lower susceptibility towards reactive oxygen
species of the R187D mutant. Although the O, coordination energies
are slightly more exothermic (by 1-2 kcal/mol) for the mutant than for
the WT in the large model system, this difference is still relatively small.
Hence, the calculated bonding energies for H*, H,, O, and HOO?® are in
accord with the experimental observations.

2.1.3 Structural alignments

In Figure 2.3 the structural alignments of the TPSS optimized H-clusters
(Hex, Hed and H*™*d) in the wild type hydrogenase of C. reinhardtii (left)
and its R187D mutant (right) are shown.

Only a small variation in the terminal CO ligands of the H, Hred
and Heed clusters is observed. In general, the clusters for the differently
charged species are relatively similar.

2.1.4 Molecular orbital visualizations

It has been found by Bruschi et al. [39, 40] that a small energy gap be-
tween the highest-occupied (HOMO) and lowest-unoccupied molecular
(LUMO) orbital of the H™¢ cluster of [FeFe] hydrogenase is an impor-
tant diagnostic for its functionality. Since electrons donated by the Fe,S4
clusters have to be accepted by the H-cluster, a small HOMO-LUMO gap
would facilitate this step. Hence, the HOMO-LUMO gaps (A€enomo-Lumo)
are utilized as a qualitative descriptor for the electronic energy difference
between the reduced and oxidized H-clusters in the different model sys-
tems. Baerends and Parr have shown that the Kohn-Sham (KS) orbitals
obtained from DFT calculations (with commonly employed density func-
tionals, like TPSS, BP86, B3LYP) are appropriate for the investigation
of chemical properties [42-46]. For this, it is important to compare the
order, symmetry and shape of the KS orbitals [46], to make sure that the
corresponding molecular orbitals are chosen for the analysis of different
structural models.

| 21

15



Chapter2 | CASE STUDIES 1

16

Wild type R187D

green: Hox
blue: Hred
red: Hsred

Figure 2.3: Structural alignments of the TPSS optimized H-clusters (H°%, H**¢ and
Hs"ed) in the wild type hydrogenase of C. reinhardtii (left) and its R187D mutant (right).
The minimal (top) and the large model systems (bottom) are shown.

The molecular orbitals of H* and H'? of the small model system are
displayed in Figures 2.4 and 2.5. It can be seen that the TPSS/TPSSh and
B3LYP molecular orbitals are clearly located on either the Fe,S, cubane
or the [2Fe]y subunit, besides the HOMO of the H* cluster of the R187D
mutant. Still, the HOMO’s and LUMO’s of the WT, R187- and Ri187D
structures are not fully identical in shape and the ordering of the molecular
orbitals in the different model systems is not the same. As a first result,
we observe that the HOMO’s and LUMO’s of R187D and R187- are very
similar in contrast to the wild type H, where the HOMO and LUMO
are both located on the cubane.

To obtain the energy gaps that correspond to the electronic energy
difference between the reduced and oxidized H-cluster, we compare the
molecular orbitals of one model system with the HOMO and LUMO
shapes obtained for the other systems and calculate all respective energy
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Table 2.6: TPSS/RI, TPSSh and B3LYP def2-SVP/COSMO(e = 4.0) HOMO-LUMO gaps
(Aeromo-Lumo) in kcal/mol for HO* and H™4 of the wild type (WT), R187- and R187D
small model system. In every column the molecular orbital energy differences of
the system labeled above (WT, R187- and R187D) are calculated with respect to the
type of HOMO and LUMO molecular orbitals of the system labeled at the beginning
of each row.

WT(+) Ri187-(o) Ri87D(-)
Hex TPSS/TPSSh/B3LYP TPSS TPSS/TPSSh/B3LYP
WT 20.8/45.3/55.2 22.0 20.3
Ri87- 235 13.3 15.3
Ri87D - - 9.1/37.4/63.8
Hred
WT 3.8/18.4/30.9(20.9) 14.1 -
Ri87- 3.8 11.6 -
Ri87D 173 - 10.8/30.4/45.2

gaps. The Aepomo-_rumo’s for the H* and H™®d clusters are shown in Ta-
ble 2.6. In every column the molecular orbital energy differences of the
systems (W'T, Ri87- and R187D) are given. Aegonmo-Lumo of the WT Hred
cluster is small compared to Aeyomo-Lumo of the reference and mutant
system, only 3.8 kcal/mol compared to 11.6 kcal/mol and 10.8 kcal/mol,
and increases in the mutant and reference system to 10-11 kcal/mol. To
investigate the dependence of Aegomo-Lumo on the density functional
chosen (especially on the exact Hartree-Fock-type (HF) exchange admix-
ture in the density functional), we perform TPSSh (10% HF exchange)
and B3LYP (20% HF exchange) single-point calculations on the TPSS
optimized structures of the WT and mutant small model systems. The
TPSSh and B3LYP Aepomo-rumo data, which are also listed in Table 2.6,
show the same qualitative trend as the TPSS Aegomo-rumo data. Never-
theless, it must be emphasized that we can only use the KS orbitals as a
qualitative descriptor.

The corresponding Aepomo-Lumo gaps of the large model systems are
listed in Table 2.7.

In total, the differences between the WT and the mutant Aegomo-1Lumo 'S
of the H* and H**d clusters amount to approximately —10 kcal/mol and
+10 kcal/mol, respectively. The same trend is observed for the small
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Table 2.7: TPSS/RI/def2-SVP/COSMO(e = 4.0) HOMO-LUMO gaps (Aegonmo-Lumo)
in kcal/mol for H* and H™¢ of the large model system. In every column the molec-
ular orbital energy differences of the system labeled above (WT and R187D) are
calculated with respect to the type of HOMO and LUMO molecular orbitals of the
system labeled at the beginning of each row. WT(+), dist. means that the positively
charged arginine amino acid was manually distorted by a dihedral backbone angle
such that the positive charge is further away from the Fe,S, cubane.

WT(+) WT(+),dist. Ri87D(-)

HOX

WT 12.5 - -
WT(+), dist. -
Ri187D - - 2.5
Hred

WT 1.1 - -
Ri187D - - 13.3

and the large model systems. Hence, independent of the larger protein
environment taken into account in the large model system, a significant
difference in the Aegomo-1umos of the WT and the mutant is observed.

2.1.5 Calculated infrared vibrational spectra

In Figure 2.6 the calculated infrared (IR) spectra of the mutant (R187D)
and WT H¢ and H'*¢ in the small model system are reported.

The largest difference in the IR intensities of the WT and the R187D
mutant H-clusters is observed for the CO stretching vibration of the ter-
minal CO at the [2Fe]yra subcluster. In the WT, the strong CO vibration
is mostly coupled to the stretching vibration of the CO that is closest
to the Fe-S cubane, whereas in the mutant the strong CO vibration is
mostly coupled to the bridging CO. Besides this CO stretching vibration,
two vibrations in the backbone (a NH; and OH vibration) of the protein
environment show large IR intensities. Noteworthy, the IR intensities
obtained for the small model system might deviate from the ones in the
protein due to the restricted model size. However, the IR spectra cal-
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WT(2-) R187-(3-) R187D(4-)

LUMO+1

-1.86 eV

LUMO

Ps

b e e e o —
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Figure 2.4: Highest-occupied molecular orbital (HOMO) and lowest-unoccupied
molecular orbital (LUMO) visualization of the TPSS/RI/def2-SVP/COSMO(e = 4) opti-
mized wild type, R187- and R187D H®* structures in the small model system. The
energies of the molecular orbitals are given in eV.
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Figure 2.5: Highest-occupied molecular orbital (HOMO) and lowest-unoccupied
molecular orbital (LUMO) visualization of the TPSS/RI/def2-SVP/COSMO(e = 4) opti-
mized wild type, R187- and R187D H™ structures in the small model system. The
energies of the molecular orbitals are given in eV.
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Figure 2.6: TPSS/RI/def2-SVP/COSMO(e = 4) IR spectra of the H* and H™*¢ of the
mutant (R187D) and WT in the small model system.

culations for the large model system are computationally much more
demanding.

2.1.6 Catalytic cycle of H, formation

Several computational studies on the mechanism of H, formation at
[FeFe] hydrogenases have already been performed [41, 47-51]. In this
Section, we calculate the energy differences for all reaction steps of the
catalytic H, production cycle of the specific system, i.e., the WT and the
R187D mutant. As a reference, we also report the AE values for the WT.

In the AAE (which is AEyani-AEwrT), the energies of the solvated pro-
tons drops out and the AAE . for the whole cycle is very close to zero.
The AE . values of the mutant and the W'T, respectively, must corre-
spond to the energy difference between the H, and the two protons and
two electrons, which does not depend on the catalyst. The energy of the
solvated H* ion is fitted according to the condition AE(WT)cyce = —740
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Figure 2.7: TPSS/RI/def2-SVP/COSMO(e = 4) AE and AAE values (in kcal/mol) for all
steps in the catalytic cycle of the hydrogen production of the mutant (R187D) and
WT in the large model system.

kcal/mol (H, formation energy) and amounts to —370 kcal/mol, if the
energy of the electron is neglected. To evaluate the reaction kinetics of the
two systems, one would have to calculate also the activation barriers in
addition to the energy minima. Nevertheless, an analysis of the potential
energy differences already gives an estimate of the thermodynamics of
the catalytic cycle.

Two different catalytic pathways for the H, formation are debated,
which are on the one hand, the direct proton-coupled electron transfer
from H'4 to the iron-hydride species and, on the other hand, the reduc-
tion of H™d to Hr*d and subsequent protonation. Only in the lower part
of the diagram in Figure 2.7, in which the H**d species is involved (high-
lighted in green) AAE is large, about 40 kcal/mol. In all other steps, AAE
is smaller than 1.6 kcal/mol, which means that the reaction energies of the
WT and mutant are very similar. However, the one-electron reduction
from Hrd to Hered is energetically strongly favored for the W'T, exother-
mic by up to 40 kcal/mol, and slightly endothermic for the mutant, +o.7
kcal/mol. Thus, if we assume that the reaction barrier of the electron
reduction is not very large, the H™d state is like a sink of the catalytic cycle
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of the WT. This may explain the increased catalytic activity of the mutant
compared to the WT. Furthermore, it has been experimentally observed
that the Hed state of the mutant is not stable, which is in agreement with
our computational results, because the WT Hsed probably reacts further
with H* significantly faster than in the mutant.

2.1.7 Consequence for the chemistry of [FeFe] hydroge-
nases

Structure optimizations of the [FeFe] hydrogenase HydA1 Chlamydomonas
reinhardtii and R187D mutant model systems with manually inserted
[2Fe]y subcluster demonstrate that the H-cluster is stable in the protein
environment as present in the crystal structures, if decomposition of the
structure or significant rearrangement is taken as a criterion, which we
did not observe. A similar hydrogen bonding network between the [2Fe]y
subcluster and the protein environment as observed in hydrogenase C.
pasteurianum is formed.

The H*, H,, CO, O, and HOO* coordination energies to the H cluster in
the wild type and the R187D mutant differ by up to 12 kcal/mol, indicating
a stronger catalytic activity of the R187D mutant compared to the WT,
especially due to the significantly more exothermic energy corresponding
to the internal first proton transfer from the NH bridge to the distal iron
atom.

According to Bruschi et al. [39, 40] a small HOMO-LUMO gap of the
Hred cluster of [FeFe] hydrogenase is important for its functionality. The
calculated HOMO-LUMO gaps of the wild type H™ cluster in the small
and large model systems are by approximately 7.0 kcal/mol smaller than
the Aegomo-Lumo gaps of the R187D mutant H™d cluster, which means
that electron transfer to the H cluster is facilitated. Although the DFT
molecular orbitals are simply a qualitative descriptor, our results indicate
that the R187D mutation has a significant effect on the Aeyomo-rumo gaps
and thus on the electronic energy difference between the oxidized and
reduced H-cluster.

From the calculations of all single steps in the catalytic H,-formation
cycles of the WT and the mutant, we observed that the largest differences
occur, if the H*¢d species is involved in the catalytic cycle. The electron
reduction from Hred to H*'*d species is significantly more exothermic for
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the WT than for the mutant. Hence, the occurrence of the H*ed state may
hinder the catalytic H, production.
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2.2 Structure-reactivity analysis of Fe,S, clusters

Iron-sulfur cluster containing proteins play a key role in electron trans-
fer processes, metabolism, signal transduction and activation of low-
reactivity molecules such as N, and H, [52-54]. The structural variability
of iron-sulfur complexes ranges from single Fe ions coordinated by four
cysteines over Fe,S, units to cubane-type Fe,S4 clusters and the complex
structures one encounters in the active sites of, for instance, nitrogenases
and [FeFe] hydrogenases [55, 56].

Here, we focus on Fe,S, clusters. In contrast to synthetic Fe,S4 cubanes
[57, 58], enzymatic cubanes are affected by their particular protein envi-
ronment. The protein environment determines charges in the vicinity
of the cluster, hydrogen bonds, solvent accessibility as well as the struc-
tural conformation of the first coordination sphere. Cluster properties —
like relative energies, spin couplings, reduction potentials and reactivity
— provide insights into cluster stability and function. Since differences
in properties have been observed for clusters of different proteins [59-
61], an understanding of the effect of the protein environment is highly
desirable. For example, it is known that reduction potentials and reactiv-
ities of cubanes differ in various protein embeddings. Fe,S, clusters in
high-potential iron proteins (HiPIP) and ferredoxins operate in different
oxidation states [59]. Also within the ferredoxin family remarkable vari-
ations of about 550 mV in the reduction potentials have been observed
[60]. Moreover, because reactive oxygen species (ROS) damage Fe,S,
clusters [56], understanding the reactivity of these clusters is decisive.
The influence of charged or polar groups in close vicinity to the Fe-S
cluster [62-66], hydrogen-bonding effects [67, 68], ligand conformations
[68] as well as solvent effects [61] have been discussed in the literature.
Changes in the reactivity with respect to different ligands have also been
studied [69-71]. Furthermore, theoretical investigations on synthetic as
well as protein-embedded Fe,S, cubanes considered spin topology and
structural conformation of differently charged cubanes as well as their
redox properties [61, 67, 68, 72—-85]. For example, it has been found that
reduction potentials are mainly affected by hydrogen bonding [61] and
electrostatic effects [68, 81, 85] whereas the effect of the conformation
of the ligated cubane plays a minor role. As a consequence, theoretical
studies on reduction potentials of protein-embedded Fe-S clusters often
neglect structural changes of the redox-site. However, differences in the
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distances between the sulfur atoms of two coordinating cysteine residues
have been observed in HiPIP and ferredoxin crystal structures [76, 80].

The problem that emerges when the structures of enzymatic clusters are
compared is that multiple structural features (e.g., distances and angles)
are changed simultaneously. In order to be able to deduce structure-
property relationships, the clusters must be analyzed in a systematic way.
Fee et al. have addressed this question by analyzing differences in the
cluster geometry with respect to an idealized tetrahedral geometry [76].
The variations they found in the S(Cys)-S(Cys) distances of HiPIP and
ferredoxin structures might explain why different oxidation states are
favored in the two kinds of iron-sulfur clusters and therefore why HiPIP
and ferredoxins have different reduction potentials. These observations
suggest that the spatial arrangement of the first ligand shell can have a
significant effect on cluster properties.

The question how sensitive cluster properties are with respect to ligand
distortions still requires a detailed theoretical investigation performed
such that general conclusions can be drawn. For this, the structural
embedding of the cluster in the protein has to be studied in detail. Cubane-
type Fe,S, clusters are most often ligated by four cysteines and share
a consensus motif of CXXCXXC or CXXC (C denotes a cysteine and
X an arbitrary amino acid) and one (or two, respectively) cysteine(s)
further apart in sequence space [60]. By aligning several highly resolved
crystal structures from the protein data bank (PDB), we have seen (cf.
section 2.2.1.2) that the geometry of the cluster embedding is similar, but
deviations in the positions of the cysteine sulfur and of the Cg atoms of up
to one A occur (Cp is the first carbon atom of the side chain and bound
to the C, atom of the protein backbone).

In this theoretical study, we systematically investigate the sensitivity
of cluster properties on structural distortions in terms of correlation dia-
grams. We create a generalized anchoring scheme of an idealized model
system and scan the properties of interest as functions of the distorted
structures. Following this approach, structure-property relationships can
be systematically investigated. Conclusions can be drawn on the stability
of the clusters as well as on the effect of the first coordination sphere on
specific cluster properties. The content of this Chapter has been published
in Ref. [23].
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2.2.1 A generalized anchoring scheme

The idea to investigate structure—property relationships by means of cor-
relation diagrams has a long tradition in chemistry, but became somewhat
old-fashioned in view of the capabilities of modern numerical quantum
chemistry (examples are Walsh diagrams [86], Shaik-Pross models [87,
88] and Tanabe-Sugano diagrams [89, 90]). We have recently argued
that correlation diagrams based on first-principle calculations can be
very useful to systematize observations on related metalloenzymes in
bioinorganic chemistry [91].

2.2.1.1 Symmetrized Fe,S, model clusters

As model system we choose a cubane-type Fe,S, cluster ligated by four
HS~ groups, which are spatially fixed to mimic the constraints imposed
by the protein environment. The total number of structural degrees of
freedom in this model is 42 (3N -6, where N = number of atoms). This
number is too large to systematically explore the potential energy hyper-
surface. It is therefore advantageous to start with an idealized symmetric
cluster, which significantly reduces the number of degrees of freedom.

In X-ray crystallography and Density Functional Theory (DFT) calcu-
lations it was found that Fe,S, clusters adopt a geometry with four con-
tracted Fe-S bonds (by about 0.1 A compared to elongated Fe-S bonds)
and eight elongated Fe-S bonds [73, 92]. This so called 4 contraction
(shown in Figure 2.11) can be explained by a Jahn-Teller-like effect [72].
Two Fe,S, rhombs with ferromagnetic spin coupling are antiferromag-
netically coupled with each other leading to a contraction along the axis
perpendicular to the thombs [72]. The 4 contraction lowers the sym-
metry of the cubane from T, to D,;. Hence, we assume D,; symmetry
for our model as the highest reasonable symmetry. For the given cluster
configuration, consisting of the Fe,S, cluster and four HS~ ligands, two
D,4-symmetric structures are possible, referred to as D,;-1 and D,,-2 (see
Figure 2.8).

We have chosen the distances between the hydrogen atoms and the
distances between the sulfur atoms of the HS™ ligands, respectively, as
constraints to mimic the structural embedding of the cluster. In D,;-
symmetric clusters only two different H-H distances and S(H)-S(H) dis-
tances, respectively, exist (S(H) denotes the sulfur atom of the HS~ ligand).
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Figure 2.8: Graphical representation of the two distance constraints a and b in the
two D,,-symmetric clusters for fixed sulfur atoms (S-fixed) and for fixed hydrogen
atoms (H-fixed). Element color code: yellow, S; orange, Fe; white, H.

This leads to a set of only two constraints, denoted a and b throughout
the text. The a distance occurs twice in the model system and the b dis-
tance four times. The symmetry-related distances are connected by an
S4 symmetry operation. The two structural constraints determine all
cluster structures, which are then subject to structure optimization with
no point-group symmetry constraints (see Figure 2.8).

The choice of a generalized symmetric model system allows us to con-
veniently analyze and visualize structure—property relationships. For
potential energy surfaces (PES’s) and plots of reaction energies, the two
distances a and four distances b are changed in steps of 0.10 and 0.20 A,
respectively, as illustrated in Figure 5.4. The distortions are performed
in such a way that the lowest-energy ligand arrangement is located ap-
proximately in the center of the plot and the range of distortions has
been chosen according to enzymatic cluster structures. Note that the
distortions do not break the point group symmetry, but the subsequent
constrained structure optimization may do so. Cluster properties can
then be deduced for a specific set of constraints a and b.

Since the two different D,;-symmetric starting structures have very
similar properties, only the D,;-2 form will be discussed below (a detailed
comparison to the D,;-1 structure is provided in Appendix B.2).
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Figure 2.9: Graphical representation of the distorted starting structures for the
constrained structure optimizations. The two distances a and the four distances b
are changed stepwise to obtain a grid of distorted structures. Element color code:
yellow, S; orange, Fe; white, H.

2.2.1.2 Comparison with protein-embedded clusters

In order to generalize our findings for the model clusters to iron-sulfur
clusters occurring in proteins, we have to make sure that the structures
share similar geometric features (like FeSCy angles and Fe-Fe and Fe-
S(Cys) distances). Our distorted model structures have to be within a
relevant range of structural parameters. Structures of largely increased
electronic energy may be considered irrelevant and have to be avoided. For
this reason, we have investigated different ferredoxin and HiPIP structures
[PDB entries: 2FGO, 278Q, 6FD1, 1A6L (T14C mutant of 6FD1), 2ZVS,
1ISU, 2FDN, 1BoY, 1tHLQ, 1HPI, 3H31, 2AMS, 1CP2 [93-105]] as well as a
[FeFe] hydrogenase structure [3C8Y [106]], an acetylene hydratase [2E7Z
[107]] and two oxidoreductases [2C42, 2YIV [108, 109]] with resolutions
higher than 2.1 A with respect to the occurring S(Cys)-S(Cys) and Cg-
Cg distances of the ligated iron-sulfur clusters. Also the FeSCg angles
and Fe-Fe and Fe-S(Cys) distances have been analyzed (cf. Appendix
B.1). In Figure 2.10 clusters from the selected proteins are structurally
aligned with respect to the iron atoms using ClusterGeom [110]. It can
be clearly seen that the cluster embedding is quite similar (especially for
the ferredoxins and HiPIPs among each other, Figure 2.10 on the left and
right), but deviations in the positions of the cysteine sulfur and Cs atoms
occur.

Apparently, there is a correlation between cluster structure and protein
sequence. All of the ferredoxins studied feature the consensus motifs
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Figure 2.10: Structural alignment of selected cysteine-ligated iron-sulfur cubanes
from the PDB with respect to cubane Fe atoms. Ferredoxin clusters with very similar
ligand spheres are shown on the left (motif CXXCXXC), clusters with very different
ligand spheres are shown in the middle, and HiPIP clusters with very similar ligand
spheres are depicted on the right.

CXXCXXC or CXXC, where three or two of the cluster-coordinating
cysteine residues are separated by two other amino acids (X) in sequence
space. The distance between the Cg of the last cysteine of the motif and the
Cg of the cysteine residue which does not belong to the motif is shortened
compared to the other Cg-C; distances. In the HiPIPs there is also a
consensus motif of two cysteines separated by two arbitrary amino acids
(CXXCQ).

The Cp atoms of the cysteines correspond to the hydrogen atoms in our
model system. Both structural constraints, a and b, are in the range of the
distances observed in proteins. Also the internal cluster and cluster-ligand
angles and distances are very similar to the protein-embedded clusters.
Hence, even though the distorted clusters of our model system do not
tully match the natural ones, they share important features, which allows
us to draw general conclusions from the structure—property correlation
diagrams.
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2.2.2 Structural strain and antiferromagnetic coupling

2.2.2.1 Analysis of possible spin couplings in [Fe,S,(SR),]*~

By Méssbauer and electron paramagnetic resonance spectroscopy it was
found that in iron-sulfur cubanes high-spin iron atoms exist which are
significantly spin coupled [111]. We employ broken-symmetry DFT [12,
15-19] to model these couplings within the cluster. The antiferromagneti-
cally coupled low-spin state (open-shell singlet with total spin quantum
number S = 0) has been identified as the lowest one for the [Fe,S,(SH),]*~
cluster [72, 73, 111, 112]. The excess of «- and 3-spin density described by
the local (ﬁz,Fe) expectation value [20-22] is calculated for selected iron
atoms to characterize the broken-spin symmetry (BS) wave function (de-
terminant). Note that twice this atomic expectation value is the difference
in a- minus -occupation of the atom under study.

If the cubane is ligated by an arbitrary rest R (usually a cysteine residue),
which reduces the point group symmetry, three different coupling schemes
are possible (see Figure 2.11). Here, "coupling scheme” only denotes the
distribution of a-spin density excess and -spin density excess on the
iron atoms as described by the BS determinant. In the open-shell singlet
BS coupling scheme two iron atoms show an excess of «-spin density and
two iron atoms an excess of 3-spin density. It must be noted that this spin
polarization is artificial [17, 19], but crucial in order to classify different
BS solutions and to guarantee an artifact-free, intrinsically consistent
BS study. L.e, the energy of the BS solution may depend on the density
functional chosen, but energy jumps because of a (sudden and often ar-
tificial) change in the coupling scheme must be carefully tracked. In all
three coupling schemes, two ferromagnetically coupled Fe,S, subclusters
are antiferromagnetically coupled and the Fe-S bonds between the Fe,S,
layers are shortened by about 0.1 A (BP86) in comparison to the Fe-S
distances within the ferromagnetically coupled subclusters.

In the D,;-symmetric model system with HS™ ligands, two of the three
possible coupling schemes are energetically identical, because they are
mirror images. In Figure 2.12 the BP86 optimized structures (see the
Computational Methodology described in Appendix B for details) for
the three possible broken-symmetry coupling schemes of [Fe,S,(SH),]*
are shown for the lowest-energy D,;-symmetric ligand arrangement. The
different coupling schemes are denoted as A, B, and C. Since B and C
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Figure 2.11: lllustration of the three broken-spin symmetry solutions for the
[Fe4S4(SR)4]>~ cluster, which define the three coupling schemes A, B, and C. R de-
notes an arbitrary rest. The sign of the local (ﬁz,Fe) expectation value is indicated
by + (green) and — (blue), which corresponds to an excess of a- and 3-spin density,
respectively. In each BS state four Fe-S bonds are shortened (thick lines).

are energetically identical, we will only refer to A and B in the follow-
ing for the D,;-symmetric model system. Note that if the system is not
D,4-symmetric, as in the case of the cysteine-ligated clusters from metal-
loprotein crystal structures, the three coupling schemes differ and A, B,
and C have to be defined with respect to a given orientation of the ligated
clusters.

In our model system, the coupling scheme on the left in Figure 2.12 (A),
where the shortened side of the Fe,S, cluster is approximately parallel to
the main rotation axis (S4, C,), represents the energetically lowest spin
distribution. The electronic energy difference AE, of coupling scheme
B to coupling scheme A amounts to 3.7 kcal/mol for the lowest-energy
structure with H-fixation (cf. Figure 2.12). A change from HS~ ligands to
CH,;S™ or cysteine-like CH;CH,S™ ligands, does not significantly affect
AE, as calculated with BP86: With CH;S™ ligands AE, is 4.3 kcal/mol
and with CH;CH,S" ligands AE, is 3.8 kcal/mol. For a=4.05 A and
b=8.77 A, AE, changes from 4.9 kcal/mol (HS") to 7.7 kcal/mol (CH;S").
In comparison, if we explore the structure, where a is large and b small
(a=5.85 A and b=737 A), we obtain a AE, of —1.0 kcal/mol (coupling
scheme B being favored now) for HS~ and 0.2 kcal/mol for CH;S . Hence,
qualitatively the changes in AE, follow the same trend for the different
ligands, which justifies the choice of HS™ ligands in this study.
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Figure 2.12: BP86/RI/def2-TZVP/COSMO optimized structures for the three BS so-
lutions A, B, and C of [Fe4S4(SH)4]>~ with hydrogen atoms fixed at a=5.05 A and
b=7.77 A. Element color code: gray, S; white, H; blue, Fe with negative local (S, r.)
expectation value; green, Fe with positive local (S, r.) expectation value.

2.2.2.2 Comparison of differently charged model clusters

To systematically understand the dependence between a structural con-
straint and the open-shell singlet or doublet spin distribution, we investi-
gate AE, for the whole grid of distorted structures in Figure 2.13.

If the [Fe,S4(SH)4]?~ cluster is reduced or oxidized by one electron,
several spin states can be adopted. We have chosen the doublet (S = 0.5)
spin state here, since we obtained the lowest BP86 energies for this spin
state solution. The extra electron/hole is mainly delocalized over one
Fe,S, subcluster leading to larger (absolute) local spin expectation values
on two iron atoms and slightly smaller local spin expectation values on
the other two iron atoms. Still, three different coupling schemes (as shown
in Figure 2.11), which describe only the qualitative distribution of a-spin
density excess and 3-spin density excess on the iron atoms, are possible.

In Figure 2.13 the BP86 correlation diagrams of AE, are presented
for [Fe,S4(SH)4]%, [Fe4S4(SH)4]?>™ and [Fe S4(SH),]'. Large distances
b and small distances a increase AE, until at one point an increase in b
leads again to a decrease of AE,. On the other hand, small distances b
and large distances a decrease AE,. If AE, drops below zero, coupling
scheme B is favored. This means that the shortened axis of the cubane
(antiferromagnetic coupling) is preferred along the direction in which
the S-S distances (or H-H distances) are large. Moreover, decreasing the
S-S and H-H distances, respectively, of the HS™ ligands on one Fe,S,
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Figure 2.13: BP86/RI/def2-TZVP/COSMO electronic energy difference for the
coupling schemes A and B of structurally constrained, originally D,;-2 symmet-
ric [Fe,S4(SH),1*~ (doublet, left), [Fe,S4(SH),1*~ (open-shell singlet, middle) and
[Fe,S4(SH)4]'~ (doublet, right) clusters, AE = E;B) - EglA). The hydrogen atoms
of the ligands were kept fixed and define distances a and b. The black line separates
the regimes where the favored coupling scheme is different, i.e., at the black line
AE, = 0.

subcluster leads to a favorization of ferromagnetic coupling within this
subcluster.

The line which indicates the change in the coupling scheme favored
by the ground state, i.e., AE = 0, shifts to smaller distances b and larger
distances a upon oxidation of the cluster. Hence, the energetically favored
coupling scheme depends on the charge of the cubane. Although the qual-
itative behavior of the favored coupling scheme is similar for the three
differently charged model systems, the quantitative changes are consider-
able. Spin-coupling scheme A is preferred for almost all [Fe,S4(SH), ]~
and [Fe,S,(SH)4]?*" structures, but in the [Fe,S4(SH),]*>~ cluster the re-
gions where either coupling scheme A or B is favored are almost equally
large.

It is important to examine the dependence of these results on the
exchange-correlation functional. In addition to the BP86 functional we
employed the hybrid functional B3LYP to study the sensitivity of our
results with respect to the admixture of exact exchange (with BP86 con-
taining no exact exchange at all). With B3LYP containing 20% exact
exchange admixture, coupling scheme B is favored in [Fe,S,(SH)4]*~ for
structures with shortened b and elongated a distances (see Figure 2.14,
left), which is the same trend as observed with BP86. Still, the absolute
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Figure 2.14: Left panel: B3LYP/def2-TZVP/COSMO plot of AE, = E(EIB) - E(EIA) of
structurally constrained [Fe,S4(SH),]*~ clusters (in singlet spin state). The hydrogen
atoms of the ligands were kept fixed at distances a and b. The black line indicates
AE, = 0, i.e. where the coupling scheme of the lowest-energy state changes. The
(ﬁz) expectation values are plotted for [Fe,S,(SH)4]>~ clusters optimized with B3LYP
(middle) and BP86 (right). Element color code: gray, S; white, H; blue, Fe with negative
local (S, r.) expectation value; green, Fe with positive local (S, r.) expectation value.

values differ and the line which points to the change in the coupling
scheme of the ground state shifts significantly. In Figure 2.14 we also
plotted the expectation values of the squared total spin operator, {2}, for
the grid of BP86 and B3LYP optimized clusters. As expected, the spin
contamination of the broken-symmetry determinant is significant in both

cases (one would expect zero for a properly spin-coupled wave function).

However, such spin contamination is natural in BS calculations [19] and
the important point to make is that the spin contamination is significantly
larger in the B3LYP results.

Furthermore, it is important to study the effect of the fixation type
in order to understand whether the chosen constraint leads to artificial
changes in the cluster properties. For the S-fixed [FesS,(SH)4]?~ clusters a
preference of coupling scheme B still exists for large a and small b, but for
large distances b at small distances a, AE, decreases significantly and even
a change in the coupling scheme favored by the lowest-energy solution
can be observed in the BP86 results. When comparing [Fe,S,(SH)4]~
and [Fe,S4(SH)4]?" clusters, coupling scheme B is considerably favored
for the reduced cluster, as already observed for the H-fixed model system
(the detailed results can be found in Appendix B.3). In summary, the
S-fixation affects AE,) stronger than the H-fixation and it is thus advisable
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to employ constraints on the hydrogen atoms instead in order not to
impose too strict (potentially artificial) constraints.

2.2.3 Tolerance of Fe,S, clusters against structural distor-
tions

In this section we analyze the robustness of Fe,S4 cluster properties with
respect to structural distortions. In Figure 2.15 (top, left) the BP86 po-
tential energy surface of [Fe,S4(SH),]*~ with fixed hydrogen atoms is
presented. For each fixation all relevant BS solutions have been calcu-
lated to make sure that the lowest-energy solution has been found. The
structure with the lowest energy has been arbitrarily set to zero and 12
kcal/mol has been chosen as a cut-off threshold. Within a range of about
0.8 A'in a and 0.4 A in b from the global energy minimum conforma-
tion, the potential energy increases only by about 3 kcal/mol. Therefore,
we conclude that the influence of the ligand sphere arrangement on the
cluster stability is moderate within this range. These distortions in a and
b correspond to simultaneous distortions of up to 0.1 A in the six Fe-Fe
distances, 0.01 A in the 12 cluster-internal Fe-S distances and 0.02 A in the
four Fe-S(H) distances from the lowest-energy structure (all calculated
with BP86). For comparison, if we calculate the classical turning points
for the zero-point vibrational energy in an harmonic potential along one
mode, which elongates (or compresses) the Fe-S or Fe-Fe distances, we
obtain changes of the same order. If the Fe-S or Fe-S(H) distances are
more significantly distorted due to the applied structural constraint, the
potential energy rapidly increases to 12 kcal/mol and up to 20 kcal/mol
for the most distorted structures. In these structures we found deviations
of up to 0.2 A in the Fe-Fe distances, 0.05 A in the cluster-internal Fe-S
distances and o.1 A in the Fe-S(H) distances from the lowest-energy struc-
ture. In this latter case, the FeSH and S(H)FeFe angles change by about
15° and the cluster internal SFeS angles by 5-10°.

On the right panel of Figure 2.15 the correlation diagrams of local (S 4 )
expectation values (exemplarily depicted for one of the iron atoms, i.e.
A =Fe) are presented to demonstrate the change in spin density under
the influence of structural distortions. This allows us to confirm whether
always the same spin configuration has been obtained. The absolute local
BP86 (ﬁz,Fe) expectation values are in the range from 1.4 to 1.5 a.u. for
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Figure 2.15: Potential energy surfaces (left) and local spin (3. r.) expectation values
(right, exemplarily for one iron atom with excess of a-spin density) of constrained
optimized [Fe,S,(SH)4]*>~ clusters (in open-shell singlet spin state) with fixed hydro-
gen atoms. On the top, the PES of BP86/RI/def2-TZVP/COSMO optimized structures
with the lowest-energy coupling scheme is plotted. In the middle, the B3LYP/def2-
TZVP/COSMO results are depicted for clusters in coupling scheme A, and at the bot-
tom the B3LYP PES for the lowest-energy coupling schemes is plotted. The crosses
indicate the minimum energy structures.
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the investigated region of distorted structures. Hence, the BP86 Slater
determinant was, in almost all cases, converged to the same electronic
structure for all distorted Fe,S, clusters. The smaller the absolute local
(S, re) expectation value, the more pronounced is the 4-compression. The
BP86 plot of local (S, ) expectation values shows an irregularity for
two distorted structures with large a and small b distances, because the
energetically favored coupling scheme changes from A to B. Noteworthy;,
this does not cause significant differences in the potential energy (Figure
2.15, left panel).

In order to understand to what extent the choice of a particular density
functional affects these results, we are advised to also consider hybrid
functionals. Because of the fact that B3LYP favors coupling scheme B
for several structural distortions (see Figure 2.14), the potential energy is
plotted once for all cubanes in the same coupling scheme (namely, A) and
once for the lowest-energy coupling scheme (Figure 2.15 left panel, middle
and bottom, respectively). The energy minimum of the B3LYP potential
energy surface is shifted to slightly larger distances a and b compared to
the BP86 results. The qualitative shape of the potential energy surface is
very similar, if the same coupling scheme is assumed.

Interestingly, the BP86 and B3LYP PES’s increase considerably for large
b distances, whereas distortions in a hardly change the energy of the
cluster. We analyzed the optimized cluster structures and found that the
FeSH angle, the Fe-S(H) distance and the cluster-internal Fe-S and Fe-
Fe(2) distances are mainly affected by a change of b, whereas the FeFeS
angle and Fe-Fe(1) distances are affected by changes in both a and b.

The PES’s discussed so far are constrained by a fixation of the hydrogen
atoms of the HS~ ligands. By constraining the sulfur atoms instead, a more
direct coupling between structural and energy changes can be achieved
due to more restrictive structural adaptation possibilities. However, the
qualitative changes in the PES’s are very similar.
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2.2.4 Reactivity changes of distorted Fe,S, clusters

2.2.4.1 Starting structures for HOO® coordination

Recently, we studied the reactivity of the Fe,S4 cluster in the H-cluster of
[FeFe] hydrogenase with respect to an attack of various ROS [35, 38]. It
has been found that HOO® binds to the Fe-S cubane subcluster by about
—19 kcal/mol and initiates degradation processes of the H-cluster. Triplet
oxygen and superoxide anion do not bind to the [Fe;S4]** cubane [35].
Hydrogen peroxide also damages the H-cluster, but it attacks the sulfur
atoms of the cysteine ligands.

To investigate the effect of structural distortions on the reactivity of
Fe,S, clusters, we study exemplarily the coordination of the HOO® radical.
For this purpose, the PES’s of the cluster before and after the attack of an
HOO® radical has been calculated and the reaction energy is obtained by
the difference of the electronic energies of the products and educts.

The HOO?® radical can in principle attack the cluster through four
different reaction channels, along one of the three Fe,S, subsites or along
the SH™ ligand attached to the iron atom as shown in Figure 2.16. The
first two attack sites are identical by symmetry and thus yield the same
energy. The third possibility is sterically unfavored and therefore only
starting structures 1 and 4 of Figure 2.16 have to be considered for structure
optimization. We focus on starting structure 1 in the following, as we
obtained slightly lower energies for the optimized structure than for
product 4 after structure optimization.

2.2.4.2 Spin coupling schemes in [Fe,S,(SH),HOO*]>-

The coupling between the attacked iron atom and the oxygen atom of
the ROS has to be taken into account. Hence, the number of possible
coupling schemes increases to six. In our calculations we found that
the ferromagnetic coupling between iron and oxygen is favored over the
antiferromagnetic one, but this strongly depends on the density functional
chosen. Therefore, the number of coupling schemes is reduced back to
three (see Figure 2.17). Two of these three coupling schemes are preferred.
In the high-energy spin solution the compressed Fe-S side is the one
opposite to the Fe-O bond (about 180° angle). The binding of HOO® to
the iron atom elongates the Fe-S bond opposite to the Fe-O bond and
therefore this spin state is unfavored. Depending on the spin-coupling
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Figure 2.16: Graphical representation of the four different starting structures for
the optimization of the reaction product of HOO® with the D,; symmetric cluster
with fixed hydrogen atoms at a = 4.25 A and b=7.37 A. Element color code: red, O;
yellow, S; orange, Fe; white, H.

scheme, we observe potential energy differences of about 8 kcal/mol for
BP86 (see Figure 2.17).

Furthermore we observe that HOO® forms H-bridges to sulfur atoms
bound to the attacked iron atom as well as to sulfur atoms of the ligands
and therefore affects the stability of the cluster (see Figure 2.17). The
formation of hydrogen bridges might stabilize the cluster in certain ligand
arrangements. In order to assess their magnitude, we applied the shared
electron number (SEN) approach [113, 114], which allows to systematically
evaluate the existence and strength of hydrogen bonds. Exemplarily we
calculated the hydrogen bond energies in [Fe,S,(SH),(HO,)]*~ fixed at
a=5.05 A and b=777 A with defi-TZVP basis set, for which the SEN
parameter had been parametrized [113]. We obtained two strong hydrogen
bonds of 17.4 kcal/mol and 12.2 kcal/mol between the hydrogen atom of
the HOO® and the two closest sulfur atoms in the cubane. These energies
are large for hydrogen bonds to sulfur atoms, but might be due to the
double negative charge of the ligated cluster, which could lead to too large
SEN’s and thus to artificially too large hydrogen bond energies. In the
more stretched clusters slightly weaker H-bonds are found than in the
global energy-minimum cluster. In order to extract a second estimate
for the intramolecular hydrogen bond energies, we rotated the ligated
HOO?® radical to obtain a structure in which the distance between the
hydrogen atom and the sulfur atoms is maximized. This structure is 7.3
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Figure 2.17: Comparison of the BP86/RI/def2-TZVP/COSMO electronic energies
for optimized [Fe,S,(SH)4]*~ clusters attacked by HOO® in three different coupling
schemes (doublet spin state). Exemplarily the relative energies of a structure with a
fixation of hydrogen atoms at a = 4.25 A and b =7.37 A are depicted. Element color
code: red, O ; gray, S; white, H; blue, Fe with negative local (3, r.) expectation value;
green, Fe with positive local (S, 5. ) expectation value. The oxygen of the HOO® radical
is ferromagnetically coupled with the iron atom (negative local (S, r.) expectation
value). The dashed lines indicate hydrogen bonds.

kcal/mol higher in energy than the global minimum structure. Hence,
the hydrogen bond energy can be expected to be on this order and is thus
remarkably large, as already indicated by the SEN approach.

2.2.4.3 Energies for the reaction of [Fe,S,(SH),]>~ with HOO*®

The BP86 HOO* coordination energies of H-fixed [Fe,S,(SH)4]?~ clusters
are presented in Figure 2.18. Within a distortion range of + 0.5 A in a and
b starting from the structure with lowest binding energy, the coordination
energies increase by about 3-5 kcal/mol. The binding energy depends
on the stability of the cluster itself. Hence, in stretched and compressed
clusters the coordination energy is higher than in clusters with a ligand
arrangement close to the minimal energy structure. Still, the differences
in potential energy of the investigated structures (up to 20 kcal/mol for the
most distorted ones compared to the global minimum) are significantly
larger than the changes in coordination energy.

Hence, structural deviations in the chosen range do not lead to signifi-
cant changes in the binding energies so that the coordination of HOO®
would eventually become endothermic. Within the natural range of lig-
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Figure 2.18: Coordination energy correlation diagram of [Fe,S,(SH),]*~ clusters
with HOO® (doublet state) calculated with BP86/RI/def2-TZVP/COSMO (left) and
B3LYP/def2-TZVP/COSMO (right). The hydrogen atoms of the ligands were kept fixed
at distances a and b during structure optimization.

and distortions (see Section 2.2.1.2), the coordination energy changes
are small. From this result, it is clear that small distortions of the ligand
sphere itself cannot make the cluster tolerant against HOO®. The same
trend can be observed for the S-fixed anchoring. If B3LYP is employed
(Figure 2.18, right), the ligand surrounding, for which the cluster shows a
minimal HOO® coordination energy;, is shifted to larger distances b and
shorter distances a compared to the BP86 results.

In order to understand why some distorted structures are more reac-
tive than others with respect to ROS, it is necessary to investigate the
contribution of the educts and products on the reaction energy in more
detail [38].

2.2.4.4 Rotational distortion along an S, axis

Besides symmetry retaining distortions, like the stretching of the Fe-S
clusters in a and b direction, we distort the cluster such that the cluster
symmetry is reduced, for example by a rotation of the two Fe,S, subclus-
ters along the main rotation axis of the D,;-symmetric starting structure.
Here, the spin state pattern is of special interest. We expect the two Fe,S,
subclusters to rotate back to adopt the preferred arrangement found in
the BS spin state pattern of the structure with no rotational distortion.
Due to the (twisted) fixation of the H atoms, which imposes the rotational
distortion on the cluster, there will be strain created in the system leading
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0°: Reference  Rotationally distorted
structure structures

40°

Figure 2.19: BP86/RI/def2-TZVP/COSMO optimized structures for rotationally dis-
torted [Fe,S4(SH),4]*~ clusters (in open-shell singlet spin state). The pairs of hydrogen
atoms were rotated, but kept fixed at distances a =5.05 A and b=7.77 A which corre-
sponds to the energetically favored structure. Element color code: yellow, S; orange,
Fe; white, H.

to a higher energy and the reactivity of the cluster should be increased.
The BP86 optimized structures for the rotationally distorted clusters are
shown in Figure 2.19.

In Table 2.8 the BP86 and B3LYP coordination energies of [Fe,S,(SH),]*
clusters with HOO® are shown for various angles of distortions compared
to the reference cluster (see Figure 2.19, 0°). We figure out that, due to the
rotation, the HOO® coordination energy on the [Fe,S,(SH),]*>~ clusters
increases. The increase in potential energy is larger with BP86 than with
B3LYP. The largest BP86 coordination energy is 7 kcal/mol higher than
the coordination energy of the reference structure. For comparison, the
B3LYP coordination energy increases by only 0.3 kcal/mol upon rotation
by 40° (compared to 2.1 kcal/mol with BP86). The attack of one HOO®*
radical on structures rotated by 60° and 80° does not lead to reasonable
coordination products in B3LYP structure optimizations, which is the
reason for the two missing data points in Table 2.8.
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Table 2.8: Reaction energies (Rct.) in kcal/mol for [Fe,S,(SH)4]*~ clusters distorted
by a rotation along the main rotation axis with HOO® and potential energy differences
(Pot.) in kcal/mol of [Fe,S,(SH)4]*>~ clusters with respect to the reference structure
(0°). The hydrogen atoms of the ligands were rotated against each other, but kept
fixed during BP86/RI/def2-TZVP/COSMO structure optimizations.

BP86 B3LYP
Rct. Pot. Rct.  Pot.
0° -19.6 0.0 -17.4 0.0
20° =-20.2 0.7 -17.7 0.1
40° —21.7 2.7 -17.7 0.8
60° —23.9 8.1 — 3.4
80° —26.9 183 — 10.4

2.2.5 Effect of structural distortions on electron transfer
properties

2.2.5.1 Potential energy surfaces of [Fe,S,(SH)4]>~/'~ clusters

The most important property of iron-sulfur cubanes is their ability to
serve in electron transfer processes. Several groups have studied the
reduction potentials of protein-embedded iron-sulfur clusters [64, 15—
118]. In contrast to these studies, we focus on differences in the PES’s
of [Fe;S4(SH)4]" clusters (with n=1-, 2— and 3—-) caused by symmetric
distortions as elaborated in the previous sections. The BP86 PES’s of
cubanes of total charges n = 1- and n = 3— with fixed hydrogen atoms are
shown in Figure 2.20. The BP86 and B3LYP PES’s of [Fe,S,(SH)4]>~ have
already been presented in Figure 2.15. The shape of the PES’s of the three
charged states is similar, but the minimum in the PES of [Fe,S,(SH),4]*~
is shifted to larger distances a compared to the PES’s of [Fe,S,(SH)4]!~
and [Fe,S4(SH),]?".

The oxidation or reduction of the [Fe,S4(SH)4]?>~ cluster is thus accom-
panied by changes in the cluster structure. Sigfridsson et al. [75] observed
in B3LYP calculations of methyl thiolate ligated cubanes that upon oxi-
dation from charged state 3— to 2— the Fe-S(CH3) bond lengths contract.
If the [Fe,S4(SCH;)4]% cluster is oxidized, the Fe-S(CH3) bond lengths
decrease further and two of the Fe-Fe distances increase significantly (in
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Figure 2.20: BP86/RI/def2-TZVP/COSMO potential energy surfaces of structurally
constrained, originally D,4-2 symmetric [Fe,S4(SH),1>~ (left) and [Fe,S4(SH)4]'™ clus-
ters (right), both in doublet spin state. The hydrogen atoms of the ligands were kept
fixed at distances a and b during structure optimization.

our BP86 calculations one Fe-Fe distance increases and one slightly de-
creases compared to all Fe-Fe distances). To compare Sigfridsson’s results
with our symmetrically distorted clusters, we analyzed several structural
features of our model system with charges n = 3—, 2— and 1—. Interestingly,
most of the distances and angles are very similar for all three charged
states. We have observed slight differences in the Fe-S(H) and Fe-S dis-
tances (contraction upon oxidation) and more considerable variations in
one of the Fe-Fe distances. In a D,;-symmetric cluster two different Fe-Fe
distances exist as shown in Figure 2.21. Here, they are denoted as Fe-Fe(1)
and Fe-Fe(2). We further divide the Fe-Fe(1) distances into Fe-Fe(1)_1
and Fe-Fe(1)_2 (in Figure 2.21), as they differ in the doublet spin state
solutions of the 1— and 3— charged states. Although the differences in the
two Fe-Fe(1) distances reduce the symmetry of the cluster, the overall
structure is still approximately D,;-symmetric.

Since for the distorted [Fe,S,(SH)4]" clusters with charges n =2- and
n =1- coupling scheme A is energetically favored for almost all grid points,
the optimized structures are approximately D,;-symmetric and the Fe-
Fe(1) distances correspond to the ferromagnetically coupled iron centers
and the Fe-Fe(2) distances to the antiferromagnetically coupled ones. The
Fe-Fe(1) distance of the reduced ferromagnetically coupled subcluster is
shortened compared to the Fe-Fe(1) distance of the oxidized ferromag-
netically coupled subcluster (Figure 2.21). If coupling scheme B or C are
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Figure 2.21: Fe-Fe(1) distances of BP86/RI/def2-TZVP/COSMO optimized
[Fe4S4(SH)41" (n=1-, 2-) clusters. The hydrogen atoms of the ligands were kept
fixed according to the values a and b. The black lines indicate AE, = 0, i.e. where the
spin-coupling scheme of the lowest-energy state changes. On the right, the Fe-Fe
distance labels in an approximately D,;-symmetric cubane are shown. Element
color code: gray, S; white, H; blue, Fe with negative local (S, r.) expectation value;
green, Fe with positive local (ﬁz,pe) expectation value.
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energetically favored, the Fe-Fe(1) distance also refers to the ferromagnet-
ically coupled subclusters, whereas the Fe-Fe(2) distances denote the iron
distances between antiferromagnetically coupled iron atoms, though the
clusters are not approximately D,;-symmetric anymore.

A fixation of the sulfur atoms instead of hydrogen atoms leads to
the same conclusions, namely that the energy minimum of the PES of
[Fe,S4(SH),]* is shifted to slightly larger a distances (b is about the
same) compared to the energy minima of the PES’s of [Fe,S,(SH),]*~ and
[Fe4S4(SH)4]'". Because of the stronger structural constraints exerted by
the S-fixation, the Fe-Fe(1) and Fe-Fe(2) distances change directly with
the S(H)-S(H) distance. At small distances a and b, all six Fe-Fe distances
are therefore short. Since in the H-fixed model system there is a clear
distinction between the Fe-Fe(1)_1, Fe-Fe(1)_2 and Fe-Fe(2) distances, the
sulfur fixation appears to constrain the system too strongly. It is thus
more sensible to investigate the H-fixed system.
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In the crystal structures of HiPIPs (n = 2~/1— redox couple), the C3-Cg
distances of the cysteines, which are modeled here by the distance b, are
rather large. Concerning the two distances which resemble a, one Cg-Cg
is very short and the other one is the longest. This longest Cg-Cg distance
usually corresponds to the cysteines with shortest S-S distance. We investi-
gated which spin-coupling scheme is preferred for [Fe,S4(SEt)4]'~ clusters
with ligand anchorings according to the cysteines in the crystallographic
data. For this, the nitrogen and carbonyl C atom of the cysteines were
changed to hydrogen atoms and fixed at a distance of 1.1 A. Interestingly,
in the energetically favored spin-coupling scheme, the reduced Fe,S, sub-
cluster is most often coordinated by the cysteines with either shortest
S(Et)-S(Et) distance or shortest C(H,)-C(H,) distance. This corresponds
to spin-coupling scheme A, as defined in Figure 2.11. We also calculated
the energy for the cluster with the same 4 contraction (according to A),
but interchanged reduced and oxidized subclusters. In the symmetric
model system, these two spin-coupling patterns are identical, because
of the underlying symmetry, which is not the case in the crystal struc-
tures. The energy difference between these two spin-state solutions is
very small (most often below 1 kcal/mol). Spin-coupling scheme A is
preferred over B and C by about 2 kcal/mol. This favored orientation of
the ferromagnetically coupled subclusters agrees with the results obtained
for the [Fe,S4(SH)4]'~ clusters, where spin-coupling scheme A is favored
for small distances a and large distances b (Figure 2.13).

Dey et al. [78] also investigated the orientation of redox-active, ferro-
magnetically coupled Fe,S, subclusters in Fe-S cubanes. Depending on
the Fe-Fe and Fe-S distances in highly resolved crystal structures, they
could assign a certain spin-coupling pattern to the iron atoms in the Fe-S
cubanes. They suggest that the orientation of these Fe,S, subclusters stays
the same upon oxidation or reduction. For comparison to their study, we
investigated the effect of the ligand surroundings of Fe-S cubanes on the
energetically favored spin-coupling scheme. The spin-coupling scheme
assignment in our study leads to the same results for the HiPIP [1CKU
[100]] compared to the results of Dey et al. 78] and of Bertini et al. from
2D-NMR experiments [119]. By contrast, the spin assignment in cluster 56
of 1FDN [120] obtained by Dey et al. and by the 2D-NMR experiments is
different from ours. The experimental ground-state spin-coupling scheme
resembles C, whereas we obtain spin-coupling scheme B with BP86 and
almost the same energies for B and C with B3LYP. Since the energy differ-
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ence between the two lowest energy spin-coupling schemes is significantly
larger in HiPIP clusters than in the ferredoxin clusters, it is not surprising
that we obtained the same spin assignment in the HiPIP cluster but not in
the ferredoxin cluster. In other words, we may consider the DFT results
for our ferredoxin-type clusters as a match with experiment considering
the method-inherent approximations in the density functionals and the
fact that we study a model cluster.

2.2.5.2 Adiabatic detachment energies

Next, we discuss the electronic energy differences between the lowest-
energy structures of the reduced and oxidized states. These differences
resemble the adiabatic detachment energies (ADE’s) [68],

ADE = Ej(A) - Eg (A7) + (Epo(A) — Eo(A7)),  (2)

without vibrational zero-point energy difference.

We calculated E,([Fe;S4(SH),]>") — Ea([FesS4(SH),]37), denoted as
ADE(3—/2-), and E([Fe;S4(SH)4]'") — Eq([Fe4S4(SH)4]?7), denoted as
ADE(2—-/1—). We have evaluated the zero-point vibrational energy con-
tributions in harmonic approximation and neglecting the fact that the
cluster structures should have been fully relaxed for several extremal
distortions and found that they do not affect the results significantly.

The BP86 ADE(3—/2—) (Figure 2.22, left panel) vary between 11 kcal/mol
and 20 kcal/mol, which means that the oxidation of [FesS4(SH)4]?~ is
endothermic for all distorted structures. Hence, the one-electron re-
duction of [FesS4(SH),]?~ is exothermic. For the ADE(1-/2—) (Figure
2.22, right panel) we find 65 kcal/mol to 71 kcal/mol. The oxidation
from [Fe,S;(SH)4]?>~ to [Fe,S4(SH)4]' is therefore very endothermic,
and reversely, the reduction is exothermic. This result correlates well
with the properties of ferredoxins, which operate between charges n=2-
and n = 3—. In HiPIPs, the oxidation of [Fe,S4(SH),]?>~ to [Fe,S4(SH)4]-
should be preferred compared to the ferredoxin type clusters.

The overall ADE changes for both redox couples are in the range of 6-9
kcal/mol for the chosen structural constraints. Variations in the ADE’s
mainly stem from a distortion in b. To understand which structural
teatures affect the ADE’s, we compared the qualitative changes in the
correlation diagrams with structural changes in the distorted cubanes.
The Fe-S(H) bond length as well as the Fe-Fe(2) and Fe-S distances change
in a similar way as the ADE?.
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Figure 2.22: Correlation diagrams of ADE(3-/2-) (left) and ADE(2-/1-) (right).
[Fe4S4(SH)41*>~/'~ are in doublet spin state, [Fe,S4(SH)4]*~ possesses a singlet spin
state. The hydrogen atoms of the ligands were kept fixed at distances a and b during
BP86/RI/def2-TZVP/COSMO structure optimization. The black lines indicate AE,; = 0,
i.e. where the spin-coupling scheme of the lowest-energy state changes, for both
charged states.

Niu et al. [68] found that ligand dihedral angles affect the reduction
potentials of iron-sulfur cubanes by about 100 mV, because they induce
changes in the Fe-Sjig.nq covalency. These changes in the covalency could
be determined by natural bond orbital analysis [68] and by X-ray ab-
sorption spectroscopy (XAS) [61]. Although Niu et al. found that the
major effect on redox properties is the electrostatic effect of hydrogen
bonds (about 700 mV), the influence of the ligand conformation might
be important to explain the differences between HiPIP and ferredoxin
clusters.

Moreover, Dey et al. [78, 121] observed that a reduction in Fe-Sj;ganq
covalency (measured by XAS) increases the reduction potential of Fe-S
clusters approximately linearly. They investigated compressed, non-H-
bonded and elongated, H-bonded Fe-S clusters and found that the H-
bonding and structural distortions (elongation) of the clusters lead to
a decrease in Fe-Sjig,nq covalency. The favored spin-coupling scheme in
the compressed cluster corresponds to A as defined here and the spin-
coupling scheme of the elongated clusters resembles B. Due to two shorter
Fe-S bonds in one Fe,S, subcluster of the elongated cluster, the Fe-Sjiguna
covalency decreases. These results indicate that structural changes within
the Fe-S cluster might lead to differences in the reduction potentials.
Symmetric distortions of our model system do not significantly change
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the ligand dihedral angles, which were discussed by Niu et al. [68] but the
Fe-S and Fe-Fe bond lengths. We observed an increase of ADE(3—/2-)
and ADE(2-/1-) by 6-9 kcal/mol for an elongation of b by 1.4 A. This
elongation corresponds to distortions of 0.2 A in the Fe-Fe distances and
of 0.05 A in the Fe-S distances.

Next, we compare the results of [Fe,S,(SH),]'/>~/>*~ with clusters lig-
ated by ethyl thiolates, which are fixed according to the cysteine backbone
atoms in the crystal structures of selected proteins. The BP86 and B3LYP
ADE(3-/2-) and ADE(2-/1-) are listed in Table 2.9.

For all ligand conformations — ferredoxin-type and HiPIP — we ob-
tained almost the same ADE’s with BP86, although we calculated poten-
tial energy differences of up to 8.8 kcal/mol for the doubly negatively
charged clusters. The only variation is that the ADE(3—-/2-) is slightly
larger for HiPIPs than for ferredoxins. The ADE(3—/2—) are in the range
of 11.9 kcal/mol to 14.9 kcal/mol and the ADE(2—/1—) change between 59.3
kcal/mol and 60.3 kcal/mol. With B3LYP the ADE’s are larger than with
BP86, but the qualitative result is the same, namely that ligand sphere dis-
tortions as observed in the crystallographic data do not lead to significant
changes in the ADE’.

2.2.5.3 Inner-sphere reorganization energies

In order to understand the effect of adding or removing one electron on
the cluster structure, Sigfridsson et al. [75] have calculated reorganiza-
tion energies of iron-sulfur clusters with the B3LYP density functional.
Reorganization energies A describe the ability of a system to change be-
tween different oxidation states and can be split into inner-sphere A;, and
outer-sphere A, contributions. The outer-sphere reorganization energy
describes structural changes of protein and solvent upon oxidation or
reduction of the cluster. The inner-sphere reorganization energy A;, con-
siders changes of the cluster structure and its ligands. The latter one can
be calculated by the free energy difference between the oxidized complex
at its optimal geometry and the reduced complex at the optimal geometry
of the oxidized complex plus the corresponding difference for the reduced
complex,

Ain = E(A7) - EA(A) + EY (A) - EA"(A"), (2.2)
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Table 2.9: ADE’s (in kcal/mol) for [Fe,S4(SEt)]" clusters with charges n=3—-/2— and
n=2-/1-. The ethyl thiolate ligands, SEt, were kept fixed at the two hydrogen atoms
corresponding to the carbonyl C atom and N atom positions of the cysteine ligands.

PDBentry  ADE(3-/2-) ADE(2-/1-)
BP86/RI/def2-TZVP/COSMO

Ferredoxins

1A6L 13.0 59.5
2FDN 13.0 59.3
6FD1 13.4 59.6
2FGO 12.7 59.5
278Q 12.2 60.3
2ZVS-1 14.2 59.5
2ZVS-2 13.8 59.8
HiPIPs

1HPI 14.9 60.1
1BoY 14.9 60.0
1ISU 14.5 60.0
Others

1CP2 11.9 59.5
2C42 12.5 60.2
3C8Y 13.9 59.6
2E77, 11.9 59.8
2YIV 12.8 59.6
B3LYP/def2-TZVP/COSMO
Ferredoxins

1A6L 24.1 68.9
2FDN 24.2 67.3
HiPIPs

1BoY 25.1 67.8
1ISU 23.7 67.7
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Figure 2.23: Inner-sphere reorganization energies 1;, of structurally constrained,
originally D,;-2 symmetric [FesS,(SH) 41" clusters for the n=3-/2— (left) and the
n =2-/1— (right) redox couples. The hydrogen atoms of the ligands were kept fixed
at distances a and b during BP86/RI/def2-TZVP/COSMO structure optimization. The
black lines indicate AE,| = 0, i.e. where the spin-coupling scheme of the lowest-
energy state changes, for both charged states. The kinks in the correlation diagram
occur due to the grid size.

where e.g. Ef(A~) is the electronic energy of the oxidized complex (A)
at the optimized structure of the reduced complex (A~). As Ay, does not
depend on the detailed structure of the protein environment, a minimal
model system like ours is sufficient. For our model system [Fe;S4(SH),],
we may assume that the enthalpic and entropic contribution at finite
temperature cancel, because the masses of the reduced and oxidized
complexes are the same and the vibrational frequencies and moments of
inertia are similar (especially in the harmonic approximation). Hence,
the calculation of electronic energies E, should be sufficient. Sigfridsson
et al. [75] analyzed inner-sphere reorganization energies of mono-nuclear
iron complexes, Fe,S,, and Fe,S, clusters. For the latter ones these authors
considered CH;S™ as ligands and obtained inner-sphere reorganization
energies of 14.8 kcal/mol for ferredoxin-type and of 10.3 kcal/mol for
HiPIP-type cluster models.

To understand how symmetric distortions affect A;,, we have calculated
this property for the grid of distorted structures (Figure 2.23).

The reorganization energy plot for the n = 3—/2— redox couple (Figure
2.23, left panel) shows a division in cluster structures of low reorganiza-
tion energies around 3 kcal/mol and cluster structures of significantly
increased reorganization energies (14-18 kcal/mol). Also for the n =2—/1-
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redox couple (Figure 2.23, right panel) A;, adopts small values around
6-12 kcal/mol for almost the whole correlation diagram, but a signifi-
cantly larger value of about 24 kcal/mol for one structure. The reason for
this result is a change in the ground-state spin-coupling scheme, since
Ain is much lower for clusters favoring the same spin-coupling scheme
before and after electron transfer than for clusters with different spin-
coupling schemes independent of the charged state. In total, A;, of the
HiPIP couple (n = 2—/1—, Figure 2.23, right panel) is larger than A, of the
ferredoxin (3—/2—) couple, if the same spin-coupling scheme is assumed
for both redox partners. One explanation could be the more significant
difference in the cluster structure of [Fe,S4(SH)4]!™ in comparison to
[Fe,S4(SH)4]?~ and [Fe,S4(SH),]?~, since one Fe-Fe distance of the re-
duced, ferromagnetically coupled Fe,S, subcluster is decreased compared
to the Fe-Fe distances in the ferromagnetically coupled Fe,S, subclusters
of [Fe,S4(SH)4]*".

Noodleman et al. [122] compared the experimental total reorganiza-
tion energies obtained by Kiimmerle et al. [123] for Chromatium vinosum
ferredoxin and by Babini et al. [124] for HiPIPs with the theoretical results
by Sigfridsson et al. [75]. In the experiments, higher total reorganization
energies have been observed for the HiPIPs (13.8-20.8 kcal/mol) than
for the ferredoxin cluster (4.6-11.5 kcal/mol), which is contradicting the
trend in inner-sphere reorganization energies observed by Sigfridsson et
al. The experimental results qualitatively agree with our BP86 results, if we
assume that the ground-state spin-coupling scheme of the redox partners
does not change upon oxidation or reduction. Therefore, the discrepan-
cies might be explained by the dependence of the calculated inner-sphere
reorganization energies on the spin-coupling scheme. On the other hand,
in experimentally obtained reorganization energies the outer-sphere con-
tribution is included, which we did not study here. However, our results
indicate that it is important to understand the relationship between a
structure and the energetically favored spin-coupling scheme in order
to reliably calculate inner-sphere reorganization energies, because of the
dependence of A;, on the chosen spin-coupling scheme.

To investigate whether similar results can be obtained for Fe-S cubanes
from crystal structures, we calculated BP86 and B3LYP inner-sphere reor-
ganization energies for several ferredoxin-type and HiPIP-type clusters as
well as Fe-S clusters occurring in other proteins (Table 2.10). Hereby, we
assume, that the backbone arrangement of the cysteine ligands does not
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change significantly upon oxidation or reduction. We exchanged the nitro-
gen and carbonyl carbon atom of the cysteines obtained from the crystal
structure of a certain charged state by hydrogen atoms and clamped them.
For the structure optimizations of the reduced and oxidized complexes
we chose the same fixation. Since the oxidation or reduction of the Fe-S
cubane might lead to changes in the protein backbone arrangement, we
also calculated Ay, after we released the structural constraint (H-fixation)
for selected [FesS4(SEt)]” clusters (Table 2.10, squared brackets). We
found that the differences between these two inner-sphere reorganization
energies are small.

Following this procedure, we obtained for example for 1A6L (ferre-
doxin) Ay, = 2.9 kcal/mol for the n = 3—-/2— couple (same spin-coupling
scheme) and Ay, = 9.6 kcal/mol for the n = 2—/1— couple (same spin-coup-
ling scheme). These results agree with the A;,’s obtained for the HS~
ligated model system. For 1ISU, a HiPIP, the inner-sphere reorganization
energy of the n = 3—/2— couple is also very small (2.7 kcal/mol) as observed
for the ferredoxin clusters, if the same coupling scheme is enforced. The
inner-sphere reorganization energy of the n = 2—/1- couple amounts to
9.0 kcal/mol (same spin-coupling scheme). Note that the HiPIP cluster
actually operates only between n = 2—/1— and the ferredoxin clusters be-
tween n =3—/2—. Nevertheless, we calculated A;, for both redox couples
in order to be able to compare the ferredoxin-type and HiPIP-type clus-
ters with each other. A comparison of the inner-sphere reorganization
energies of ferredoxin-type structures with HiPIPs indicates, that the
observed structural differences between ferredoxin and HiPIP clusters
do not significantly change the reorganization energies.

If we compare the reorganization energies of several more ferredox-
ins, HiPIPs and other Fe-S cubanes, we can conclude that the reorga-
nization energy of the 2—/1— couple is always around 9-10 kcal/mol, if
the same spin-coupling scheme is assumed and that A;, of the 3—/2—
couple is either around 2-3 kcal/mol (same spin-coupling scheme) or
13-17 kcal/mol (different spin-coupling schemes). This means that for
HiPIPs and ferredoxins the [Fe S4(SEt)4]?~ and [Fe,S4(SEt)4]?>~ cluster
structures in the same spin-coupling scheme are more similar than the
[FesS4(SEt)4]?~ and [Fe;S4(SEt)4]'~ cluster structures. Therefore, the re-
duction of [Fe,S,4(SEt),]?~ should be kinetically preferred over the oxida-
tion.
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Table 2.10: Energetically preferred spin-coupling schemes (SCS) and inner-sphere
reorganization energies Ay, (in kcal/mol) of [Fe,S4(SEt)]” clusters of charges n =3—/2—
and n=2-/1-. The ethyl thiolate ligands were kept fixed at the two hydrogen atoms
corresponding to the carbonyl C atom and N atom positions of the cysteine ligands
in the crystal structures. Constrained structure optimizations have been performed
with BP86/RI or B3LYP. AE,, is the electronic energy difference between the two
energetically lowest spin-coupling schemes (A/B/C) in kcal/mol. For some clusters
Ain was computed between structures optimized without structural constraints
starting from the converged broken-symmetry solutions. These energies are given
in squared brackets.

PDB entry SCS (AE.) Ain 3=/2=) A (2—/1-)
3— 2— 1-

BP86/def2-TZVP/COSMO

Ferredoxins

1A6L B (0.9) B (0.1) B (0.2) 2.9 [6.5] 9.6 [9.8]

2FDN B (1.9) B (0.2) B (0.3) 2.6 9.5

6FD1 A (0.7) A (0.3) A (0.6) 3.3 10.0

2FGO C(0.5) A (0.7) A (15) 16.8 10.2

27.8Q C (0.8) B (0.8) A (0.7) 16.6 [19.8] 20.4 [27.2]

27VS-1 C (0.8) A (0.4) A (0.2) 14.1 10.4

27ZVS-2 C (1.6) B (0.5) B (0.5) 13.8 9.0

HiPIPs

2AMS A (1.7) A (2.2) A (2.2) 2.6 [3.8] 9.2 [9.6]

1BoY A (4.0) A (1.9) A (21) 2.7 9.1

1HPI A (15) A (2.3) A (2.3) 2.7 9.0

3H31 A (1.9) A (15) A (15) 2.6 8.9

1ISU A (1.6) A (2.0) A (1.5) 2.7 9.0

Others

1CP2 A (0.6) A (1.9) A (3.3) 3.5 9.6

2C42 A (0.6) A (1.7) A (2.6) 3.6 9.0

3C8Y B (0.7) A (1.9) A (2.1) 14.3 9.7

2E77 B (0.1) A (2.1) A (2.8) 13.8 8.6

2YIV B (1.0) A (2.0) A (2.8) 13.8 9.0

B3LYP/def2-TZVP/COSMO

Ferredoxins

1A6L C (0.2) C(0.7) A (0.8) 8.4 [10.1] 10.2 [13.3]

2FDN C/A (0.0) C/B (0.0) A/C(0.0) 11.2 10.6

HiPIPs

1BoY A (1.7) A (2.0) A (2.7) 9.4 [9.8] 8.3 [8.7]

1ISU A (11) A (2.9) A (4.1) 9.0 8.5
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With B3LYP, the A;,’s of the HiPIP and ferredoxin clusters are very
similar (8-11 kcal/mol). For some crystal structures A;, of the HiPIP is
even slightly smaller than Ay, of ferredoxins-type clusters. Moreover, the
difference between inner-sphere reorganization energies of Fe-S clusters
favoring different or the same spin-coupling scheme is much smaller than
with BP86 (about 3 kcal/mol instead of 10-15 kcal/mol) as can be seen
in Table 2.10. The reason for this observation is that the optimized Fe-S
and Fe-Fe distances depend strongly on the chosen density functional.
The 4 contraction of the antiferromagnetically coupled Fe,S, subclus-
ters is significantly less pronounced with B3LYP than with BP86. In the
[FesS4(SEt)4]*~ cluster the compressed Fe-S bonds are only by about 0.05
A smaller than the elongated Fe-S bonds, instead of 0.1 A as calculated
with BP86. Noteworthy, the ($2) expectation value is larger for density
functional B3LYP than for BP86 (cf. Figure 2.14).

To visualize the dependence of A;, on the favored spin-coupling scheme
and on the density functional chosen, BP86 and B3LYP potential energy
curves are depicted for several redox couples of Fe-S clusters from ferre-
doxins and HiPIPs in Figure 2.24. If we compare the BP86 potential
energies of ferredoxin clusters with the same and different ground-state
spin-coupling schemes, we see that the potential energy increases sig-
nificantly, if the spin-coupling scheme changes from one charged state
to the other. The BP86 and B3LYP results for a HiPIP cluster are very
similar for clusters with the same spin-coupling scheme. If a change of
the spin-coupling scheme is enforced upon electron transfer, the BP86
Ain is significantly larger than the B3LYP result. As can be seen in Figure
2.24, the slope of the potential energy curve is larger with BP86 than
with B3LYP. This shall indicate, that the structural variations between
[Fe,S4(SEt)4]?~ and [Fe, S, (SEt)4]'~ clusters, which are optimized in dif-
ferent spin-coupling schemes, are smaller for B3LYP than for BP86.

It should be noted, that the energy differences between the spin-coupling
schemes are small, often below 1 kcal/mol (Table 2.10). However, it is re-
markable that for almost all structures investigated the same spin-coupling
scheme is energetically favored for [Fe,S4(SEt),]'~ and [Fe,S4(SEt)4]*~
clusters, whereas for [Fe,S,(SEt),]>~ and [Fe,S4(SEt)4]?>~ clusters, the
ground-state spin-coupling schemes most often differ. However, because
of the small energy differences between the spin-coupling schemes, it is
a reasonable recommendation to always compare clusters of the same
spin-coupling scheme for the calculation of A,.
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Figure 2.24: Graphical representation of the potential energy curves of two ferre-
doxin and one HiPIP derived [Fe,S4(SEt),]" cluster for the n=3-/2— and then=2-/1—
redox couples with the same and different spin-coupling schemes. The potential
energy curves have been sketched on the basis of data presented in Table 2.10.
The lowest potential energies of every redox couple were set to zero. SCS means
spin-coupling scheme.

2.2.6 Consequence for the chemistry of Fe,S; cubanes

We have studied correlation diagrams in order to systematically uncover
dependencies of cluster properties on cluster structures. The range of
structures covered in these diagrams has been chosen such that the an-
gles and distances match the ones measured in crystal structures of
Fe,S4-containing proteins. As a model system we have chosen quasi-
D,,-symmetric [Fe,S4(SH),]'~/>/>~ cubanes with constrained hydrogen
atoms to mimic the anchoring of the cluster in the protein environment.
Differences in adiabatic detachment energy, inner-sphere reorganization
energy and reactivity of Fe-S cubanes can be related to specific structural
distortions determined by the hydrogen atom positions.

We first investigated the topology and role of the broken-symmetry
spin-coupling scheme of the [Fe,S4(SH),]'~/>-/>~ model cubanes. A clear
structural division in eight elongated Fe-S distances within the two fer-
romagnetically coupled Fe,S, subclusters and four compressed Fe-S dis-
tances between these Fe,S, subclusters was observed with BP86. With
B3LYP these differences in the Fe-S distances are less pronounced. Still,
the spin-coupling scheme adopted in the ground state can be identified
by inspection of the Fe-S distances.

2.2
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The energetically favored spin-coupling scheme depends on the anchor-
ing and the charge of the clusters. Spin-coupling scheme A, which almost
retains D,; symmetry, is most often lowest in energy for clusters with
-2 and -1 elementary charges. The cysteine ligand arrangement found
in HiPIP crystal structures also leads to a preference of spin-coupling
scheme A over B and C (by about 2 kcal/mol) for elementary charges —1
and —2. For the triply negatively charged clusters spin-coupling schemes
A and B occur equally likely within the chosen range of structural dis-
tortions. For all three charges, the preference of spin-coupling scheme
A over B can be increased, if the ligands of the two ferromagnetically
coupled Fe,S, subclusters are narrowed and the others are departed (see
Figure 2.13).

BP86 and B3LYP potential energy surfaces of [Fe,S,(SH),]'"/>"/*~ cu-
banes show that the ligated cubane structures are quite flexible (Figure
2.15). Within the applied distortions, there is a large range of structures
with potential energies increased by less than 3 kcal/mol compared to
the global minimum structure (+ 0.5 A in H-H distances, which is equiv-
alent to 0.1 A in Fe-Fe distances). If the same spin-coupling scheme is
enforced for all structures, the BP86 and B3LYP potential energy surfaces
are qualitatively very similar. If the lowest energy spin-coupling scheme is
assumed, the minima of the PES’s differ slightly. Interestingly, the poten-
tial energy surfaces of [Fe,S4(SH)4]?~ and [Fe,S4(SH)4]~ are more similar
than the one of [Fe4S4(SH)4]'~, for which a more compressed anchoring
is favored (Figure 2.20). Furthermore, we observed a contraction of the
Fe-Fe distance in the reduced Fe,S, subcluster of [Fe,S,(SH),]'~.

Since Fe-S cubanes can be attacked by HOO® radicals [35, 38], we also
studied the effect of structural distortions on the coordination energies
of one HOO*® radical to [Fe,S,(SH),]*" as an example for cubane ligation.
We observe that symmetric distortions of Fe,S, clusters in D,; symmetry
do not lead to significant changes in the coordination energies (Figure
2.18). The differences in the coordination energies are small in the chosen
range of structural distortions (about 6 kcal/mol), though, in addition, the
potential energy changes by up to 20 kcal/mol. Hence, small structural
distortions of the ligand sphere imposed, for instance, by the protein
backbone, are not likely to produce an anchored cluster tolerant against
HOO-e.

Furthermore, we studied the electronic energy differences between
differently charged states of the clusters. The electronic energy differ-
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ences of [Fe,S4(SH),]" clusters for redox couples n =2-/3— and n=1-/2—
change by 6-9 kcal/mol upon the chosen structural distortion (Figure
2.22). For the [Fe,S4(SEt)4]" clusters with fixations of the ligands accord-
ing to the crystal structures these electronic energy differences do not
change significantly.

Inner-sphere reorganization energies have been calculated to find out
how large the structural changes of the ligated clusters are upon oxidation
or reduction. The BP86 inner-sphere reorganization energy is low, if the
same spin-coupling scheme is enforced for both oxidation states. If the
ground-state spin-coupling schemes change upon oxidation or reduction,
the reorganization energy becomes significantly larger (Figure 2.23). With
B3LYP the dependence of the inner-sphere reorganization energy on the
enforced spin-coupling scheme is less pronounced. The ground-state spin-
coupling scheme strongly determines the cluster structure. Therefore,
changes in the spin-coupling scheme of the oxidized and reduced clusters
considerably increase the reorganization energy. Moreover, the optimized
Fe-S and Fe-Fe distances depend on the employed density-functional,
which explains the observed differences in the BP83 and B3LYP inner-
sphere reorganization energies.

In total, lower BP86 reorganization energies have been obtained for
the ferredoxin couple than for the HiPIP redox couple, if the same spin-
coupling scheme is enforced. With B3LYP the ferredoxin and HiPIP
cluster reorganization energies are almost the same. Sigfridsson et al.
obtained lower inner-sphere reorganization energies for HiPIPs than for
ferredoxins in B3LYP calculations. In experiments the opposite has been
observed by Kiimmerle [123] and Babini [124]. The explanation for the
discrepancies might be the differences in the spin-coupling schemes of
the redox partners.

We conclude that the ground-state spin-coupling scheme is significantly
determined by deviations from the ideal cluster structure as enforced by
the anchoring within a protein. Therefore, a careful analysis of the BS spin-
coupling schemes is necessary for any theoretical investigation of cluster
properties, but especially for the inner-sphere reorganization energies,
which may depend strongly on the chosen spin-coupling scheme. This
observation is particularly critical considering that orbital optimization
in self-consistent field procedures may converge to local energy minima
and hence finding the lowest-energy coupling scheme is not guaranteed.
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Case Studies 2: Transition-State
Optimizations

3.1 Conformer analysis of a double-decker-type
rotamer

The facile synthesis of a rotor-shaped compound with two stacked triazine
units, which are symmetrically connected by three anthracene blades
through oxygen linkers (double-decker 1), has been accomplished by our
experimental coworkers (M. Kory, A. D. Schliiter, D-MATL, ETHZ)) [125,
126]. The content of this Chapter has been published in Ref. [125].

This computational analysis is performed to predict the conformational
stability of double-decker 1 (see Figure 3.1). The intrinsic bent shape of
its oxygen bond can, in principle, lead to various conformers. We focus
on three (as shown in Figure 3.1): the C;;, symmetric rotor-shaped form
(1A), a non-C; symmetric form (1B), which is accessible from 1A through
a flipping motion of one of the three blades, hereby twisting the two
overlaying oxygen linkers to the opposite side, and another C; symmetric
screw-shaped form (1C), in which the three oxygen bonds connecting
one triazine core face in opposite direction compared to the other ones.

To investigate the stability of these conformers, as well as potential
rearrangement pathways, density functional theory (DFT) calculations
are performed. A detailed Computational Methodology can be found in
Appendix C. First structures 1A, B, and C are optimized. It is important to
note that standard DFT calculations usually completely neglect attractive
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Figure 3.1: BP86/RI/def2-TZVP optimized conformations of compound 1.

long-range dispersion effects. They can be efficiently included through a
dispersion correction for atom pairs at sufficiently large distance. Because
of the interactions between the three anthracene moieties, we expect that
dispersion interactions play an important role and thus employ Grimme’s
dispersion corrections D and D3 [127, 128].

3.1.1 Relative stability of isolated conformers

The electronic energy (AE,) and free energy (AG) differences between
conformers 1A, 1B and 1C are reported in Table 3.1. We observe that 1B is
energetically favored over 1A by about —3 to —4 kcal/mol, if we take dis-
persion interaction energies into account. By contrast, without dispersion
interactions, 1B is disfavored over 1A by around 1 kcal/mol. Attractive
dispersion interactions also affect the molecular structures. Thus, in 1B,
the dispersion-affected face-to-face-stacking blades are by 1.7 A closer
together than in the structure for which dispersion is not taken into ac-
count in the structure optimization. Comparing dispersion corrected, as
well as dispersion-free results, structures 1A and B are more similar in
energy (AE(1A—1B) ranges from —10 to 1 kcal/mol) than structures 1A
and C (AE,(1A—1C) ranges from 14 to 19 kcal/mol). Because structure
1C has a significantly higher electronic energy than structure 14, it is not
likely that 1C will be formed from 1A. The free energy differences are
qualitatively similar to the electronic energy differences.
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Table 3.1: Electronic energy (AE) and free energy (AG) differences (in kcal/mol)
between the optimized structures 1A, 1B and 1C. For the free energy calculations
T=298.15Kand p = 0.1 MPa has been chosen. The double slash denotes that a single-
point calculation has been performed on a structure which was optimized with the
density functional and basis set defined after the double slash.

density functional AE4/AG(1A—-1B) AE./AG(1A—1C)
BP86 +1.2/+1.1 +17.5/+16.4
BP86-D3//BP86 -1.2 +16.3
MP2/def2-TZVPP [129]//BP86 -2.0 +18.9

BP86-D3 -3.7/-2.9 +15.1/+14.2
Bog7-D -3.0 +14.2

TPSS-D3 -2.8/-3.1 +15.7/+14.9
MP2/det2-TZVPP//Bg7-D -7.2 +19.0
MP2/det2-TZVPP//BP86-D3 -10.0 +19.1
MP2/def2-QZVPP [130]//BP86-D3  -10.4 +18.9

3.1.2 Transition-state searches

To identify the transition state (TS) between structures 1A and 1B, we
consider two different search strategies. On the one hand, we perform a
quadratic synchronous transit (QST3) transition state search with Gaus-
SIAN, and on the other hand, we search for the transition states with
TuRBOMOLE by eigenvector following starting from a reasonable guess
structure. A reasonable guess structure means that the most negative
eigenvalue of its geometry Hessian should describe the transition between
1A and 1B.

For the transition state search with TurRBoMOLE (TPSS-D3/SVP and
def2-TZVP, BP86-D3/def2-TZVP) we choose two different starting struc-
tures as shown on the left in Figures 3.2 and 3.3, respectively. Because
there is always only one vector on one of the two oxygen atoms involved
in the transition from 1A to 1B and because of the fact that we found a
minimum structure between 1A and 1B (denoted as 1AB), we expect to
have two transition states between 1A and 1B. In agreement with this as-
sumption, the TURBOMOLE calculations converge to two transition states,
denoted as TS-2 and TS-1 (on the right hand side of Figures 3.2 and 3.3,
respectively).

3.1
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-i423.43 cm’t -i28.75 cm*®

optimized TS-2

Figure 3.2: On the left, the first guess structure for a TURBOMOLE transition state
search (TPSS-D3/SVP) and the mode with the most negative eigenvalue are shown.
On the right, the optimized TS-2 structure is depicted with its imaginary frequency.
Element color code: gray, C; white, H; blue, N; red, O.

The quadratic synchronous transit QST3 calculation performed with
GAUSSIAN (Bg7-D/TZVP) relies on three input structures, namely two
minima and a transition state guess structure that should connect the
two minima. In this study, structure 1A or structure 1B and 1AB are the
two minima (see Figure 3.4). For the transition state guesses we adapt
the two COC angles that change during the transition from 1A to 1B.
One COC angle is enlarged to 180° and the other one is kept at 118°. The
smaller COC angle of 118° is either oriented as in structure 1A or as in 1B,
depending on the TS we are looking for. Note that we employ a different
density functional compared to the TURBOMOLE calculations, namely
B97-D instead of TPSS-D3. Both functionals are dispersion-corrected
ones and have been tested to yield reliable results for similar molecules
[127, 128]. Since the D3 correction needed for the TPSS-Dj3 calculations is
not implemented in our current GAUSSIAN version, we choose the Bg7-D
functional here.

The calculations converge to a transition state between 1A and the
minimum (TS-1), with one imaginary frequency of —i34.59 cm™' and a
transition state between the minimum and 1B (TS-2), with one imagi-
nary frequency of —i22.69 cm™'. These structures are very similar to the
corresponding ones obtained with TURBOMOLE.

The structure optimization of TS-1 leads to structure 1A and the one of
TS-2 to structure 1B, which already indicates that TS-1 and TS-2 are tran-
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optimized TS-1

Figure 3.3: On the left, the second guess structure for a TURBOMOLE transition state
search (TPSS-D3/SVP) and the mode with the most negative eigenvalue are shown.
On the right, the optimized TS-1 structure is depicted with its imaginary frequency.
Element color code: gray, C; white, H; blue, N; red, O.

sition states between 1A and 1B. However, the calculation of an intrinsic
reaction coordinate is necessary and will be discussed in the next section.

In order to figure out whether the default convergence criteria in
GAUssIAN are tight enough, we calculate the TS-1 transition state again
with parameters opt = verytight and grid = ultrafine and the result is the
same (E, = —2622.370007 hartree in comparison to E (opt = default,
grid = fine) = —2622.370054 hartree).

TS guess

1A

Figure 3.4: Input structures for the QST3 calculation of the first transition state, TS-1
(between 1A and 1AB), with Gaussian. Element color code: green, C; white, H; blue,
N; red, O.
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Figure 3.5: Intrinsic reaction coordinates starting from TS-1 (left) and TS-2 (right)
calculated with Gaussian (Bg7-D/TZVP).
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Figure 3.6: Complete intrinsic reaction coordinates from structure 1B to 1AB start-
ing from TS-2 calculated with Gaussian (Bo7-D/TZVP).

3.1.3 Intrinsic reaction coordinates

To investigate whether the stationary points found in the transition state
searches are really transition states between structures 1A and 1B, we cal-
culate the intrinsic reaction coordinates (IRC) with GAaussiaN (see Figures
3.5and 3.6). If we follow the eigenvector of the imaginary frequency in one
direction (negative intrinsic reaction coordinate), the energy decreases
rapidly and the (previous) TS-1 and TS-2 starting structures approach
structures 1A and 1B, respectively.

By following the eigenvector in the other direction (positive intrinsic
reaction coordinate), a potential energy minimum is detected in both IRC
(starting from TS-1 and from TS-2), which should be the same minimum,
since it connects TS-1 and TS-2 (see right hand sides of both graphs in
Figure 3.5). The energy of the two minima found in the IRC differs by
only 0.1 kcal/mol, which indicates the accuracy of the IRC approach. If
we optimize these two minima and the TS-1 and TS-2 structures with
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green: minimum structure in IRC
red: optimized structure starting from TS-1/TS-2 with distortion along EV or from
minimum structure in IRC (green structure)

Figure 3.7: Alignment of the minimum obtained from the IRC (starting from TS-1,
green) and the optimized minimum structure (red) calculated with Gaussian (Bg7-
D/TZVP).

a small distortion along the eigenvector with imaginary frequency in
direction of 1AB, we obtain the same minimum structure, which is 0.2
kcal/mol lower in energy than the IRC minimum. The alignment of
the minimum structure and the IRC “minimum” structure (Figure 3.7)
shows that the structures are slightly different (especially with respect
to the distortion out of the C;N; plane). In the IRC calculation we do
not use opt = (gediis,verytight) and grid = ultrafine, as in the structure
optimization. This might explain the small structural differences.

3.1.4 Comparison of the transition-state structures

The two transition states, TS-1 and TS-2, and the minimum structure
1AB are relatively similar. The root-mean-square deviations (RMSD)
between TS-1 and 1AB are 0.56 A (GaussiaN) and 0.19 A (TURBOMOLE)
and between TS-2 and 1AB, the RMSD are 0.40 A (GaussiaN) and 0.30
A (TurBomoLE). Still, in the minimum structure the two COC angles,
which change during the transition, are more symmetrically arranged
and in the TS structures always one COC angle approaches a 180° angle
from the top, and the other one is bend in one direction (either 1A or
1B) according to the transition state between 1A and 1AB or 1B and
1AB. The transition states and 1AB structures calculated with GAussiaN
and TURBOMOLE are like diastereomers, since the distortion of the COC
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Gaussian / Turbomole

Figure 3.8: Alignment of the TS-1 (green), TS-2 (blue) and 1AB (pink) structures
calculated with Gaussian/B97-D/TZVP (on the left) and TurBoMOLE/TPSS-D3/SVP
(on the right).

angle out of the C;Nj; plane accidentally occurs in different directions. In
principle, there are two additional 1AB, TS-1 and TS-2 structures, which
are enantiomers of the two diastereomers we found.

3.1.5 Transition pathways

To draw conclusions about transition probabilities from one minimum
to the other, it is necessary to analyze transition barriers between the
minima. The TS optimizations reveal that for the transformation from
structure 1A to 1B, at least 19 kcal/mol have to be provided to reach the
first transition state, TS-1, and after a shallow energy minimum (1AB), a
second transition state, TS-2, of about the same electronic energy as TS-1,
exists, which connects 1AB with structure 1B.

In Figure 3.9, we show the rearrangement energy path calculated with
BP86, BP86-D3 and TPSS-D3 [131-136]. The electronic energy profiles are
very similar, and the addition of the D3 dispersion correction to the BP86
functional does not change the electronic energy profile significantly.
Due to the double-decker nature of 1, it is reasonable that the transition
from 1A to 1B occurs in two steps and requires two transition states.
This implies that the C-O-C angles change one after the other with an
energetically shallow intermediate, in which the C-O-C angles are of the
same size, but the upper and the lower part of the blades are twisted
in different directions (1AB). The electronic- energy difference between
the minimum 1AB and the two transition states is very small (about 1
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Figure 3.9: Electronic-energy transition path from structure 1A to 1B calculated
with density functionals BP86, BP86-D3, and TPSS-D3 and with the def2-TZVP basis
set. The BP86/def2-TZVP-optimized structures are depicted. For TS-1 and TS-2, the
mode with imaginary frequency is shown. Element color code: gray, C; white, H; blue,
N; red, O.

kcal/mol). By carefully probing our results on technical artifacts (such as
optimization thresholds or numerical grid sizes), we confirm the existence
of a small dip in the potential energy path from 1A to 1B.

3.1.6 Dependence on functional, basis set, dispersion cor-
rection and solvation

To investigate the influence of the basis set, the dispersion correction
and COSMO solvation (with € = 46.7 for DMSO) on the reaction energy
profile, we perform single-point calculations on the TURBOMOLE/TPSS-
D3/SVP optimized structures. The results are shown in Figure 3.10.
Qualitatively, the results of the dispersion-corrected calculations are
similar among themselves. Without dispersion correction the barriers

69



Chapter 3 | CASE STUDIES 2: TRANSITION-STATE OPTIMIZATIONS

70

Electronic
Energy/ A TS-1 1AB TS-2
kcal/mol 26.0
! ] 12i8\ 24.9 —, — TPSS-D3/SVP (scfconv=8,
22.9(22.9) 22.9‘22.8) grid m5, denconv 1.d-7)
— — - o
j_ 2R e e
20 — U= N —_ - ef2-
0 1205 197 2000 — Tess/sve
n y! "
- 114.0 o
n! /’_\\_/1 .2\\ ‘Il
— /I”“ , 13.3 \ \‘|
10 - r,ll“‘ ’I \\ “\u
i X!
—] b W
1A ,’/ ! )
o
- 33@3.5) |
2.8=—='"! \
-1 19—'/ 1 1B (reference)
0 — B =
!
- -3.0__
>

Reaction Coordinate

Figure 3.10: Results of various DFT and HF single-point calculations on the TPSS-
D3/SVP optimized structures in the reaction energy profile from 1A to 1B (calculated
with TURBOMOLE). Structure 1B has been arbitrarily chosen as the zero energy refer-

ence in each of the calculations.

from 1A to TS-1 or 1B to TS-2 are significantly smaller than the results

with dispersion correction (14 kcal/mol instead of 23 kcal/mol). The

electronic energy difference between the minimum 1AB and the two tran-
sition states is small (about 1 kcal/mol). Therefore, we probe our results

on technical artifacts by employing single-point calculations with a more

accurate grid size of ms, a tighter SCF convergence criterion where the

energy difference between two cycles was less than 1x1078 hartree, and a
density convergence criterion of 1x1077 (see values in parentheses). The
deviations from the results with smaller grid size (m3), energy conver-
gence criterion of 1x1077 and no density convergence criterion are very
small (less than 0.2 kcal/mol).

We also perform transition state searches with BP86/def2-TZVP, BP86-
D3/def2-TZVP and TPSS-D3/def2-TZVP besides TPSS-D3/SVP to verify
that our results are not affected by a particular choice of density functional,
dispersion corrections and the basis set (see Table 3.2). The transition
state optimizations are carried out with TURBOMOLE starting from the
TPSS-D3/SVP transition structures or from structures close to these two
TSs, if no imaginary frequency is obtained for the TPSS-D3/SVP opti-
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Table 3.2: Free energy differences AG’s (in kcal/mol) for the reaction profile from
1A to 1B. T=298.15 Kand p = 0.1 MPa has been chosen.

functional/basis set AG
1A—-TS-1 TS-1-1AB 1AB-TS-2 TS-2—1B

BP86/def2-TZVP +19.8 -1.8 +2.5 -19.4
BP86-D3/def2-TZVP  +20.0 -1.8 +2.2 —23.3
TPSS-D3/SVP +19.1 —2.0 +2.0 —21.8
TPSS-D3/def2-TZVP  +20.1 —2.0 +2.0 —23.1

mized structure with the respective employed density functional and
basis set. The minimum structures is obtained by optimizations of the
TPSS-D3/SVP transition structures.

The BP86 and TPSS free energy profiles are very similar and the ap-
plication of the D3 dispersion correction in the BP86 functional does
not change the free energy profile significantly. Moreover, the larger
def2-TZVP basis set yields similar results compared to the SVP basis set.
Hence, we conclude that the parameters, which we have initially chosen,

are sufficient. However, in our work we report the results obtained with
def2-TZVP basis set.

Recall that the imaginary frequency at a transition state is not included
in the free energy calculation. The approximation of this entropy contri-
bution by translational and vibrational partition functions, leads to a free
energy change of about 4-5 kcal/mol.

3.1.7 Entropy contribution of imaginary frequency

We approximate the entropy contribution of the imaginary frequency at
the transition states by the vibrational and translational partition func-
tions. For the first approximation, we have choose two small positive
frequencies, ¢, =1 cm™'=1.99x107% J and ¢; =0.01 cm™! =1.99x107% ]
and obtain with

elkT .
Svib:R(#—ln(l—e /kT)) (31)

3.1
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at T =298.15 K an entropy of S; = 52.65 J/(mol K), which corresponds to
a free energy contribution of G = 3.8 kcal/mol (T =298.15 K). For the
second frequency, we obtain S, = 90.94 J/(mol K) and G, = 6.5 kcal/mol.

If we assume that the transition frequency can be approximated by a
translation of the particle in a one-dimensional box (note that we intend to
approximate only one degree of freedom), we obtain from the translational
partition function,

2amk T\
(trans = Lx ( h2 ) > (3-2)
the entropy
dlng
Strans = R(ln(qnanse) + Ta—T) =R (ln Qtrans T 3/2) , (33)

which amounts to Si;aps = 69.515 J/(mol K) (with T =298.15 K, p = 0.1 MPa,
m = 1.296x1072* kg and Gyrans = 954.044). This entropy corresponds to a
free energy of G = 5.0 kcal/mol.

3.1.8 Stability of the two solvated conformers

The relative stability of structures 1A and 1B is analyzed by performing
Born-Oppenheimer molecular dynamics (BOMD) simulations of both
conformers embedded in a box of 32 DMSO molecules under periodic
boundary conditions. Out of the trajectories, 34 snapshots of the so-
lute and 19 DMSO molecules are chosen and subjected to constrained
BP86/def2-SVP(DMSO)/def2-TZVP(solute) optimizations in order to
obtain the energy minimum for each solvent arrangement.

After about 4 ps simulation time, the energy and temperature of the sys-
tem consisting of the monomer in 32 DMSO molecules is approximately
converged and we therefore assume that our system is equilibrated.

By averaging the dispersion-free BP86 energies Egpgs of the first 24
snapshots for each conformation (1A and 1B, respectively) over 12 ps
simulation time after the equilibration, we obtain an energy difference of
4.4 kcal/mol, where solvated 1A is energetically lower (see Table 3.3).

Since standard DFT calculations usually neglect attractive long-range
dispersion effects, we calculate the dispersion interaction energies sepa-
rately. If we switch on dispersion interactions in the single-point calcu-
lations, the electronic energy difference between 1A and 1B amounts to
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—3.4 kcal/mol. This result is in contrast to the results obtained for the
isolated molecules, where we found that 1A is disfavored over 1B by 1-4
kcal/mol.

To uncover which interactions contribute most to the observed en-
ergy differences, we analyze the individual contributions of the BP86
dispersion-free energies, Egpgs, and dispersion energies, Egjsp.

First, we calculate the solvent and solute contributions of Eppgs sepa-
rately. The BP86 dispersion-free energy for the solvent-solute interactions
is then obtained as the difference between the overall electronic energy mi-
nus the solvent contribution and the solute contribution. The calculations
reveal that the BP86 dispersion-free energy between the solvent atoms and
conformation 1A is by 3.3 kcal/mol larger than the BP86 dispersion-free
energy between the solvent atoms and conformation 1B. Egpgs v amounts
to —1.2 kcal/mol (the structure optimization has not been performed
with dispersion correction) and Egpgs s amounts to only +o.2 kcal/mol.
Although AEgpgss does not have to be zero, this result indicates that
the contribution of the solvent arrangement is relatively small. Still, the
standard deviation of + 6—7 kcal/mol is large.

Next, to understand the difference in the dispersion energy of the
two solvated conformers, we split Eg, into dispersion energies between
the solute and all solvent molecules and Eg, calculated for solute only
and solvent molecules only, respectively (see Table 3.4). We observe that
the dispersion interaction energy between structure 1A and all DMSO
molecules is by 3.7 kcal/mol larger than for 1B. The solvent-solvent dis-
persion interaction energies of solvated conformer 1A is by 2.1 kcal/mol
less than that of 1B and the solute-solute dispersion interaction of 1A is
by 2.6 kcal/mol less than that of 1B.

In the isolated conformers, Egip v amounts to —74.1 kcal/mol for 1A
and -76.4 kcal/mol for 1B, which results in a AEg;gp vmm(1A-1B) of +2.3
kcal/mol. In the solvent, the AEgpvm value (+2.6 kcal/mol) is very
similar to the gas-phase results.

The BP86 dispersion-free solute-solvent energy of —3.3 kcal/mol and
the solute-solvent dispersion interaction energy of —3.7 kcal/mol lead to
the inversion of the energy order of the solvated structures with respect
to the isolated ones. Concluding, the solvent-solute interaction energy
dominates the intramolecular interaction energy. It must be noted though
that the simulation time is rather short (and the box size is small and the
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Table 3.3: Average of the relative electronic energies, Egpgs, the electronic energies
of the solvent, Egpge s, the electronic energy of the monomer, Egpgg.v, and the elec-
tronic energy between solute and solvent, Egpgg sm, (in kcal/mol) over 25 snapshots
every 0.5 ps after the equilibration period of about 4 ps of structures 1A and 1B in 19
DMSO molecules. The def2-SVP basis set has been chosen for all DMSO molecules
and the def2-TZVP basis set has been chosen for the monomer. M denotes monomer,
S solvent and SM solvated monomer.

conformer Egpse Egpse,s Egpge,m Egpse,sm
1A —4.4(£76) +02(£58) -12(x0.9) —221(%£5.4)
1B 0.0 (£ 8.9) 0.0 (+7.4) 0.0 (x12) -18.7(%4.4)
AEgpgs(1A-1B) —4.4 +0.2 -1.2 -3.3

number of DMSO molecules selected is even smaller). An elongation of
the simulation might change the mean values significantly.

Table 3.4: Average of the dispersion interaction energies between all atoms, Egisp,
the intramolecular Egisp,ss and Egisp My dispersion interaction energies and the inter-
molecular Eg;sp,sm dispersion energies between solute and solvent (in kcal/mol) over
25 snapshots of every 0.5 ps after the equilibration period of about 4 ps structures
1A and 1B in 19 DMSO molecules. M denotes monomer, S solvent and SM solvated
monomer.

conformer Edisp Edisp,ss Edgisp,mm Eqgisp,sm
1A —231.2 (£ 76) -108.5 (£ 4.2) —74.0(£0.2) —487(£6.3)
1B -232.2(£10.3) -110.6 (£72) -76.6(x0.7) —45.0(£5.6)
AEgisp(1A-1B) +1.0 +2.1 +2.6 -3.7
AE.(1A-1B) —3.4

To investigate the role of the simulation time, we continued the BOMD
simulations and took 34 snapshots every o.5 ps after the equilibration
period of about 4 ps. The averaged BP86 dispersion-free and disper-
sion energies are listed in Tables 3.5 and 3.6. The only values that differ
significantly from the average values over 25 snapshots are the BP86
dispersion-free and dispersion contributions from the solvent molecules
themselves. Thus, on average the arrangement of the DMSO molecules
around conformer 1B appears to be energetically preferred compared
to the arrangement of DMSO molecules around 1A in the additional
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9 snapshots. Due to these stabilizing solvent-solvent interactions the
dispersion-corrected BP86 electronic energy difference between 1A and
1B in 19 DMSO molecules decreases from 3.4 kcal/mol to 1.7 kcal/mol.

It should be stressed that this exploratory study has been performed
in order to obtain a qualitative estimate of the inter- and intramolecular
interaction energies of the solvated conformers. Although it cannot be
guaranteed that the simulation time is long enough and the standard de-
viations are relatively large, we observe that the solvent-solute interaction
energies (Eppss,sm and Egigp,sv) of conformer 1A are still more exothermic
than the corresponding values of conformer 1B.

Table 3.5: Average of the relative BP86 dispersion-free energies of the whole system,
Egpss, of the solvent only, Egpg s, of the monomer, Egpgs v, and between solute and
solvent, Eppss.sm, (in kcal/mol) over 34 snapshots every 0.5 ps after the equilibration
period of about 4 ps of structures 1A and 1B in 19 DMSO molecules calculated with
BP86. The def2-SVP basis set has been chosen for all DMSO molecules and the def2-
TZVP basis set has been chosen for the monomer. M denotes monomer, S solvent
and SM solvated monomer.

conformer Egpss Egpse,s Egpgs,m Egpses,sm
1A -2.8(x70) +25(£6.1) -12(x0.9) —22.1(+5.0)
1B 0.0(x9.8) 0.0(+8.7) 0.0 (x11) -18.0 (% 4.5)
AEgpgs(1A-1B) -2.8 +2.5 -1.2 —4.1

Table 3.6: Average of the dispersion interaction energies between all atoms, Edisp,
the intramolecular Eg;qp,ss and Egisp, My dispersion interaction energies and the inter-
molecular Egjsp,sm dispersion energies between solute and solvent (in kcal/mol) over
34 snapshots of every 0.5 ps after the equilibration period of about 4 ps structures
1A and 1B in 19 DMSO molecules. M denotes monomer, S solvent and SM solvated
monomer.

conformer Egisp Edisp,ss Edisp, MM Edisp,sm
1A —231.0 (£ 8.0) -107.9 (£ 4.8) -74.0(x0.2) —49.1 (% 6.0)
1B —232.1 (+ 9.1) —11.9 (£71) -76.6(+x0.7) —43.7(x5.7)
AE4;sp(1A-1B) +1.1 +4.0 +2.6 —5.4
AE(1A-1B) -1.7
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In Figure 3.11 the positions of three DMSO molecules adopted in the
snapshots obtained from the BOMD simulation of conformer 1A are
depicted in order to show the range of solvent-molecule orientations that
have been sampled.

Figure 3.11: Superposition of the movement of three arbitrarily chosen DMSO
molecules (shown in green, blue and purple) in the chosen snapshots obtained from
the BOMD simulation of conformer 1A (black). The hydrogen atoms are not shown.

3.1.9 Consequences for the double-decker-type rotamer

The calculated energy barrier between the two conformers 1A and 1B the-
oretically permits transformations between them at elevated temperatures.
However, under experimental conditions, also solvent-solute interactions
have to be taken into account. DMSO is known for its general strong
solvation and was therefore chosen as an example solvent for BOMD simu-
lations of explicitly solvated structures 1A and 1B to predict whether these
interactions would play a role. The analysis of BOMD snapshot structures
of the solvated conformers indicates that conformer 1A is slightly more
stable compared to 1B. This result is in contrast to the theoretical results
obtained for the isolated conformers. To understand why the energy of
structure 1A in DMSO is lower than the one of structure 1B in DMSO, the
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inter- and intramolecular contributions to the electronic dispersion-free
and dispersion-affected interaction energies were analyzed. We observed
that on average, the dispersion interaction energy between structure 1A
and all solvating DMSO molecules in a given number of snapshots (in-
termolecular contribution) is by 5.4 kcal/mol more exothermic than the
dispersion interaction energy between structure 1B and its DMSO solvent
shell. The BP86 dispersion free intrinsic interaction energy of 1A with its
DMSO solvent shell is, on average, by 4.1 kcal/mol larger than for 1B: the
intrinsic interaction energy was calculated from two single-point DFT
calculations for the solute and the solvent-shell, respectively, subtracted
from the total energy of a snapshot. Because in 1B two anthracene blades
are stacked ftf to each other with no DMSO molecules between them, less
solvent-shell-solute interactions occur than for 1A. From this analysis, we
therefore deduce a preference for the C;;, symmetric conformation 1A in
solution. However, the formation of 1B is not ruled out. It should be noted
that the fact that X-ray crystal-structure analysis of 1, revealed solely the
C;;, symmetric conformation 1A might be due to possible unfavorable
packing effects of conformation 1B in the crystal, or the fact that only
small amounts of 1B are formed upon heating.
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3.2 Investigation of an organic phosphaketene

The content of this Chapter has been published in Ref. [137]. Our ex-
perimental coworkers Z. Li and Prof. Griitzmacher (D-CHAB, ETHZ)
synthesized a stable organic phosphaketene, which is a “salt” between
[P(NR),C,H,]* (R =diisopropylphenyl) and the anion OCP~ [137]. The
phosphor atom of OCP~ binds to the phosphor atom of [P(NR),C,H,]*,
which is denoted as structure A in the following. In principle, a stable
product with an O-P bond (OCP_changed) also appears reasonable. To
investigate the relative energy difference between these two products,
we first calculate the BP86 energy difference between the OCP~ and
PCO~-bound products of a model system with R = methyl. A detailed
Computational Methodology can be found in Appendix D. The BP86 en-
ergy difference amounts to 18 kcal/mol and thus reveals a clear preference
of A over OCP_changed (see Figure 3.12).

Energy in
kcal/mol

0 —

~1
A

-80 —

-100—

-108.6

v

Figure 3.12: The BP86/def2-TZVP energy difference between structure
(HC),(NMe),P-P=C=0 (A) and the oxy-phosphaalkyne isomer (HC),(NMe),P-O-C=P
OCP_changed. Element color code: gray, C; red, O; blue, N; white, H; orange, P.
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3.2.1 Comparison of different reaction routes

Experimentally it has been observed, that a dimer between A and an
intermediate with almost the same stoichiometry as A (but one carbon
atom and one oxygen atom less) is formed. Our coworkers suggested
a transformation pathway from A into an intermediate I, which then
reacts with another molecule A under loss of CO to the observed dimer.
Based on these conceptual ideas, we calculate BP86 and B3LYP reaction
energy pathways from structure A to the suggested I (shown in Figure
3.13). By performing a constrained optimization scan along the C-C bond,
which is formed in the transition from A, to I, as well as a quadratic
synchronous transit approach (QST3), we obtained two different TSs, TS!
and TS?. The intrinsic reaction coordinates calculated for both, TS!' and
TS?, confirmed that the transition between A, and I proceeds directly
through one transition state and not through several TSs, i.e., either over
TS! or TS?. TS! appears to be slightly lower in energy. Although it cannot
be excluded that more reaction pathways than the reported two exist, the
energy of TS! may serve as an upper limit for the transition barrier.

The optimization of structure A leads to two local minimum energy
structures, where the PCO group is rotated around the P-P bond (relative
to each other). One conformer is by 1-2 kcal/mol higher in energy (called
A,,) than the other one (A). Structure A, is structurally much closer to
the transition state structure and the energy difference between A and
A, is not very large. Noteworthy, the CO dissociation energy from A to
G is by 4.6 kcal/mol more endothermic than the reaction from A to I. The
activation energy for the CO dissociation from A to G amounts to 46.8
kcal/mol. Therefore, we assume that under the given reaction conditions
no G is formed.

The dimerization pathway of structures A and I to C is reported in
Figure 3.14.

Besides the reaction in which the three-membered phosphor ring is
formed, two other reaction pathways are studied, which are a Diels-Alder
reaction of I with dimethylbutadiene (DMB, chosen as solvent), and a 5-
ring formation between A and a cyclopentadienone. In this latter reaction,
CO is lost, which makes the back reaction very unlikely and, thus, drives
the reaction towards the product side.

The reaction pathway of the Diels-Alder reaction between I and DMB
is reported in Figure 3.15. From the analysis of the highest-occupied and

3.2
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Figure 3.13: BP86/def2-TZVP and B3LYP/def2-TZVP transition path from structure
Ao to L. The imaginary frequency of the transition states, TS' and TS?, are reported
and the BP86 optimized structures are shown. The PBE, PBEo and MP2 single-point
energies on the BP86/def2-TZVP optimized structures (denoted by e.g., PBE//BP86)
are also reported. Element color code: gray, C; red, O; blue, N; white, H; orange, P.

lowest-unoccupied molecular orbitals of the reactants (cf. Figure 3.16),
we conclude that a normal Diels-Alder reaction occurs and not an inverse
one [138].

In Figure 3.17 and 3.18 possible BP86/def2-TZVP transition paths of
structure A with tetramethylcyclopentadienone M (and tetraphenylcy-
clopentadienone P) are displayed. The potential energy surface of this
system (A and M) is probably quite flat, because several minimum-energy
structures have been found, which are very close on the Born-Oppenhei-
mer PES. Several side reactions are possible, because the PCO fragment
can migrate to different positions of the dienone 5-ring.
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3.2.2 Consequences for the chemistry of the phosphaketene

First of all, the product, in which a P-P bond is formed, is by 18 kcal/mol
more stable than the P-O bond product. From the transition pathway
calculations we observed that the Diels-Alder reaction is the most exother-
mic one with the lowest activation energy (only 4.4 kcal/mol). However,
also the back reaction with an activation energy of 24 kcal/mol is feasible
under the given conditions. Therefore, we assume that a certain amount
of A is always present in the system. The conversion from A to I proceeds
over a TS which is 23 kcal/mol higher in energy than A,.;. Two reaction
pathways have been uncovered, which are very similar in their energy
profile. The forward and backward reactions will occur at room tempera-
ture. The formation of a phosphor three-membered ring under the loss
of CO is only by —1.7 kcal/mol exothermic. However, due to the CO loss,
the reaction occurs only in one direction and the product will accumulate
over time. The phosphaketene forms a 5-ring with methyl- and phenyl-
substituted cyclopentadienones. Several stable intermediates have been
obtained, which demonstrate how shallow the potential energy surface of
the system is. Most of the stable intermediates have been formed without
the loss of CO. However, one product, which is endothermic by +6.4
kcal/mol compared to the reactants A and tetramethylcyclopentadienone,
lost a CO molecule. Therefore, we assume that after a certain time only
the two products which have lost a CO molecule during the reaction
pathway can be found, although, in principle, energetically lower reaction
pathways exist.

| 32
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Figure 3.14: BP86/def2-TZVP transition path from structures A and I to the dimer (C) and CO. For comparison, the transition path for the
dissociation reaction of A to C and CO is reported. Furthermore, the PBE, PBEo and MP2 single-point energies on the BP86/def2-TZVP
optimized structures (denoted by e.g., PEB//BP86) are reported for several intermediates. Element color code: gray, C; red, O; blue, N;
white, H; orange, P.
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BP86/def2-TZVP Diels-Alder reaction path of I with trans-

dimethylbutadiene (DMB). The PBE, PBEo and MP2 single-point energies
on the BP86/def2-TZVP optimized structures (denoted by e.g., PEB//BP86) are also
reported. Element color code: gray, C; red, O; blue, N; white, H; orange, P.
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Figure 3.16: BP86/def2-TZVP energies of the highest occupied and lowest unoccu-
pied molecular orbitals of I and cis-dimethylbutadiene (DMB).
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Figure 3.17: Part 1: Possible intermediates of the transition path from structures A and tetramethylcyclopentadienone M (and tetraphenyl-
cyclopentadienone P) to the 5-ring addition products, AM (and AP), and CO calculated with BP86/def2-TZVP. Element color code: gray, C;
red, O; blue, N; white, H; orange, P.

84



S8

Energy in A
kcal/mol

40 —

30 —

20 —

10 —

-10—

|
N R »
Reaction coordinate

Figure 3.18: Part 2: Possible intermediates of the transition path from structures A and M to AM and CO calculated with BP86/def2-TZVP.
Element color code: gray, C; red, O; blue, N; white, H; orange, P.
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General Conclusions from The
Case Studies

The first case study addressed the active centers of a [FeFe] hydrogenase
and its R187D mutant, as well as a subcluster of the hydrogenase sys-
tem, namely the single Fe,S, cubane. These clusters are embedded in a
protein environment, which affects its properties in many regards. For
example, such effects may be caused by structural distortions in the ligand-
sphere, charged or polar amino acids in the vicinity of the cluster, water
molecules within the protein or the flexibility of the protein backbones.
Moreover, these studies are rather difficult due to the complex structure
of the clusters themselves. Several iron centers couple ferromagnetically
and antiferromagnetically with each other and one has to ensure that for
each optimization the lowest-energy spin-coupling scheme has been ob-
tained. We observed that DFT yields reliable electronic energies even for
such complex broken-symmetry spin-states as found in the Fe-S clusters.
An intrinsic difficulty in the computational study of protein-embedded
bioinorganic systems is that the system size should, in principle, be as
large as possible to represent the protein most accurately. A larger system
size is equivalent to a longer computational time, which makes these cal-
culations often very time-consuming. Besides all these difficulties, one of
the biggest challenges is the combinatorial increase of structures and spin-
coupling schemes that have to be taken into account. The manual setup,
submission and analysis of these calculations can become very tedious.
An automated program which performs all the required steps and only
reports relevant structures and energies is thus highly desirable. To facili-
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tate computational studies on Fe-S-cluster-containing proteins, we wrote
a program for the automated input structure generation as well as a scan-
ning tool for different distortions in the (symmetrized) first ligandsphere
of the active center (e.g. cysteines). With the scanning tool we investigated
the sensitivity of Fe,S4 cluster properties such as potential energies, spin
couplings, adiabatic detachment energies, inner-sphere reorganization
energies and reactivities on structural distortions in the first ligandsphere.
We observed a dependence of the ground-state spin-coupling scheme on
the structural distortion. For inner-sphere reorganization energies the
spin-coupling scheme adopted by the broken-symmetry wave function
plays an important role since it can change the reorganization energies by
up to 13 kcal/mol.

In the second case study we localized several TSs to compare the rele-
vance of the corresponding reaction pathways. We found that one of the
biggest challenges in reaction path analyses is the localization of TSs on
a PES with many shallow minima. Moreover, the knowledge about the
system and its chemical properties facilitates the identification of reaction
pathways. Computational time can be saved by searching for analogies
between not yet investigated reaction paths and known ones. Especially
for the investigation of differently charged systems, a TS search from
an already converged TS structure of a differently charged system is a
promising TS-guess structure. If large systems are studied, the calculation
of all vibrational modes is computationally demanding. However, most
transition-state optimizers require the full Hessian at least once in the
beginning and then update an approximate Hessian.

The knowledge of all minimum-energy structures on a PES would
simplify the transition path calculation significantly, because elementary-
steps could be identified more easily. Chemical heuristics, i.e., experience-
based structure transformations, may enable us to obtain all relevant
minimume-energy structures. Subsequently, for the localization of TSs,
all minimum-energy structures have to be compared with each other to
obtain those structure pairs between which a TS search shall be carried
out.

In Chapters 5 and 6 two computational algorithms, that have been
implemented based on the experience made from these two case studies,
are presented.



Mode-Tracking based
Transition-State Optimizations

The optimization of transition-state structures (TSs) is key to the under-
standing of mechanisms and kinetics of chemical reactions on a compu-
tational basis. Transition states are defined as first-order saddle-point
structures located on the minimum (reaction) energy path between re-
actants and products. First-order saddle points are characterized by one
negative eigenvalue of the matrix of second partial derivatives of the
electronic energy with respect to the Cartesian nuclear coordinates, i.e.
of the Hessian. Reactants and products are local minima on the Born-
Oppenheimer potential energy surface (PES). The energy differences
between a TS and two minima of an elementary reaction are the activa-
tion energy barriers. They should in principle be evaluated from the Gibbs
free energy, but are approximated here, as in most quantum-chemical
studies, by the electronic energy at zero Kelvin (neglecting temperature
and entropy contributions).

Numerous methods have been developed to efficiently find TSs. Exam-
ples are interpolation methods [139], eigenvector following (EVF) [140-
144], string methods [145], and the scaled hypersphere search method
[146]. The existing TS search methods can be divided into those that
start from one structure (often called single-ended methods) or those
that require at least two starting structures, usually reactant and product
structures (double-ended methods). Double-ended TS search algorithms
are often based on interpolation methods such as linear (LST [139, 147]) or
quadratic synchronous transit (QST [139]), string methods or nudged elas-
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tic band (NEB [145, 148]) algorithms. Since the double-ended methods
usually show slow convergence near a TS [7], they are mainly employed
to find a guess structure close to the TS, which is then refined by a more
efficient single-ended method, such as EVE. Hence, it is beneficial to
combine single-ended and double-ended methods for TS searches.

In most of the EVF-based methods, the full Hessian of the transition-
state guess structure is calculated to obtain the exact vibrational mode to
follow. For large molecules, the complete Hessian calculation is computa-
tionally demanding as the calculation of the elements of the Hessian ma-
trix is very time consuming within a first-principles electronic-structure
description. Therefore, several algorithms have been developed to cir-
cumvent the calculation of the full Hessian in structure-optimization
algorithms. A quasi-Newton-Raphson method has been introduced by
Broyden [149, 150]. In this method, an approximate Hessian is built from
gradients only and then updated (according to Bofill [151] and Powell
[152]) by the gradients of intermediate points obtained during the opti-
mization. These methods reduce the computational effort significantly,
but for large molecules a further reduction of the computational cost is
desirable.

Recently, Sharada et al. [153] introduced an approximate-Hessian ap-
proach based on the tangent of the transition-state guess structure deter-
mined by an interpolation between reactant and product structures and
by local curvature information. This approximate Hessian approach com-
bined with the growing string method turned out to be computationally
less expensive than previous Hessian approximations [154, 155].

Since the efficiency of a TS search depends strongly on the initial Hes-
sian, a main goal is to set up an approximate Hessian matrix that resembles
the exact one as closely as possible. In 2002, we proposed an algorithm
based on Davidson subspace diagonalization for the selective calculation
of eigenvectors of the mass-weighted Hessian based on predefined molec-
ular distortions [156]. This so-called Mode-Tracking scheme turned out
to be very efficient in vibrational spectroscopy [156-164]. Because of the
straightforward and flexible implementation, Mode-Tracking was imple-
mented in a semi-numerical fashion [156]. At the same time, Deglmann
and Furche [165] presented an implementation of a fully analytical David-
son subspace diagonalization of the Hessian for the optimization of its
lowest eigenvalue required for the identification of stationary points.



Very recently, Sharada et al. [166] described a semi-numerical Davidson
subspace iteration method to obtain selected information of the Hessian
spectrum, which is identical to Mode-Tracking [167]. For transition-
state optimizations, Sharada et al. [166] extract the guess mode from
the coordinates along the pathway obtained from the freezing-string
method (FSM). In contrast to the Hessian approach presented by Sharada
et al. [166], we here develop a Mode-Tracking-based TS and minimum
localization algorithm that can iteratively refine a specific eigenvector of
interest, which does not have to be the one with lowest eigenvalue. Our
algorithm can be executed in an explorative fashion as we can circumvent
the NEB or FSM calculation by starting from only one minimum-energy
structure and by following several eigenvectors in one optimization in
parallel. We will demonstrate these capabilities at the example of the
isomerization reactions of formaldehyde, which has been studied as a
benchmark system for automated transition-state search algorithms [168-
171]. Subsequently, we investigate an internal proton-transfer reaction in
a hydrazine complex, which is an intermediate in the Schrock N,-fixation
catalytic cycle [172-174]. At this example, we examine the applicability of
our algorithm for finding TSs for large molecules (the Schrock catalyst
contains 284 atoms). Although smaller model complexes can be generated,
the smallest ones, which resemble the structure of the original catalyst,
still comprise 41 atoms.

We choose these examples to highlight the capabilities of the Mode-
Tracking-based approach to TS searches, which improves on existing
methods rather than proposing a new T'S search algorithm. Hence, val-
idating the performance of our Mode-Tracking version of existing TS
search algorithms at standard TS test sets [175-178] is neither needed nor
necessary.

This Chapter is organized as follows: In the next section, the Mode-
Tracking algorithm and the theoretical background of transition-state op-
timizations are described. After the subsequent Computational Method-
ology section, results are reported for our benchmark reactions.

The content of this Chapter has been published in Ref. [24].

| 5.1
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5.1 Theoretical Foundations of MTSEARCH

The main idea of the algorithm to be described is to find transition-state
structures by following only certain eigenvectors of the Hessian matrix
selectively calculated by Mode-Tracking. For stationary structures, the
harmonic vibrational frequencies and the corresponding eigenvectors of
a system can be obtained by solving the following eigensystem,

HQ = 1:Qx, (5.1)

where H is the mass-weighted Cartesian Hessian, A are the eigenvalues,
and the eigenvectors Q are the mass-weighted vibrational normal modes.
For non-stationary structures, for which the length of the geometry gra-
dient is nonzero, Eq. (5.1) cannot be related to the vibrational properties
of a molecule, but the eigenpairs (eigenvalues and eigenvectors) of H still
characterize the PES.

In Mode-Tracking, the eigenpairs of interest are obtained through a
Davidson-type subspace iteration method [156, 159], in which the original
Hessian matrix H is transformed to the (reduced-dimensional) Davidson
matrix HY,

H = (B)THB' = (B )%/, (5.2)

where i denotes the i-th iteration step. B’ is a matrix whose columns
contain collective displacement vectors b? (I =1,...,i) along the 3M (mass-
weighted) nuclear Cartesian basis vectors (M is the number of atoms). In
our semi-numerical implementation, X' contains all vectors o, which
collect the (numerical) derivatives of the (analytical) Cartesian gradient g
of the total electronic energy with respect to the corresponding collective
displacement vector b,

S H,bL\ (-9 2E
Zn: ’ ; abl gRl
HZ Vlbn i Eel a
I _ 1_ : _ _

o =Hb =| = = abln?Rz = a—b,g- (5.3)

ZH3M,nb£l 0 dEq

n abl aRSM

By solving

H'c; = Aicy, (5.4)
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for the eigenvectors ¢ and eigenvalues A}. In the i-th iteration step,
Mode-Tracking calculates the approximate k-th normal mode Q; as

Q= b (5.5)
New basis vectors b'*! are generated from the residuum vector,
ri = [H - 11]Q., (5.6)
after applying a preconditioner X' to it [159],
b =X'r}. (5.7)

The initial guess mode b! can be obtained from the LST, which lin-
early interpolates between the reactant and product structures, or from
other path methods such as NEB. Let Rﬁ.nmw) be the non-mass-weighted
’(nmw)’ Cartesian coordinates of a structure j on the PES, then the initial
normalized, non-mass-weighted mode is constructed from the coordi-

nate differences between this point and each of its neighboring points,
R (nmw) _ {R(nr.nw } and R nmw) {R(nmw }

j+1 k,j+1 k,j-1
(nmw) (nmw) (nmw) (nmw)
(nmw),1 _ l (lzJ‘*'1 RJ ) + (RJ R (nmw)
J a (nmw) (nmw) (nmw) ( ’
2 | RJ:l—rlnw Rjnmw | | Rjnmw R nmw ( 58)

This mode is then mass-weighted,

b fmi
bl.: k,j 5 kzl,...,3M, (5'9)

2
3M ( 7, (nmw)
k=1 (bkr,l]r‘nw V mk)

where m; is the mass of the k-th atomic nucleus.

In general, Mode-Tracking can either optimize the mode with largest
overlap with the initial guess vector or the one with largest overlap with
the approximate eigenvector chosen in the last iteration (root-homing).
If the initial guess vector differs strongly from the normal mode of the
transition-state structure, the second option might be more suited to find
aTS.

5.1
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The eigenvector following algorithm [144] is then employed to steer the
optimization into the direction of the TS and to finally locate it. Newton-
Raphson steps along the converged Mode-Tracking eigenvector, which is
referred to as transition vector, are carried out to maximize the energy in
this direction, while in all directions orthogonal to the transition direction
the structure is relaxed [179]. For this, we project out the gradient along
the transition vector, grs, from the total molecular gradient,

oE
- -1 =4 =1,....3M. .
g={g} {a Rk} k 3 (5.10)

To obtain the components of the molecular gradient that are orthogonal
to the eigenvector, g,., we subtract the gradient part along the transition
vector from the original molecular gradient and obtain

nmw nmw nmw nmw),T (nmw nmw nmw), T nmw
gc()rt )=g( )_Qgs )Qgs )g( ):(I_Qgs : %s : )g( ),

(nmw)
TS

(5.11)
where Q{2™ is the selected eigenvector calculated with Mode-Tracking,

which approximately points into the direction of the TS. This is done in
no-mass-weighted coordinates. The corresponding eigenvalue is Ars.
Let R be the coordinates of the targeted stationary point, for which
80 = {(9E/0Ry)r,-r,, } vanishes component-wise, and the Hessian is
described by Hy = {(9?E/0RkOR;) g =R, ,.r =R, }- From a truncated Taylor
series expansion of the potential energy around E, = E(Ry) on the PES,

1
E(R)=E,+glR+ ERTHOR +O(RY). (5.12)

the coordinate displacement R = R — R,, that leads to a stationary point
(dE(R)/dR = 0),
&
H,’
can be derived. Ry is the position of a stationary structure, g its gradient
and Hj its Hessian. R can be split into a direction parallel to the transition
vector, Ry, and into all other directions. The step in the direction of the
transition vector reads

R = (5.13)

Rys = —&- (5.14)
Ats
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The energy in direction of the selected mode is maximized if Arg is nega-
tive. If we do not start the EVF procedure from a structure close to the
TS, but, for instance, from a minimum structure, we must ensure that the
transition vector is still followed uphill. This can either be accomplished
by employing the absolute value of Arg

(5.15)

or by employing Eq. (5.20) described below.

To improve on the convergence of the EVF optimization, Wales [179]
defined a Lagrangian with Lagrangian multipliers « for each degree of
freedom I:

1 3M
L=-Ey-gj AR~ EARTHOAR Y ki(AR} - c}). (5.16)
1=1

l\)lr—-l

Wales’ method employs the rational function by Banerjee [141, 180, 181],
in which the Lagrangian multipliers are defined by the eigenvalues A and
the gradient components g, along the eigenvectors,

1
K= E(Al /A7 + 4g§). (5.17)

It appears to be more efficient [182] to modify the equation to the
following one:

4

1
Ke=A £ =] 1+ 1+ 18
k= Al 2| | 2 (5.18)

where ’+’ is for maximization and ’-’ for minimization.
Wales arrived at the following equation that describes the steps to be
made along all degrees of freedom /,

:I:Zgl

42
M(ndn%)

where '+ leads to an uphill and -’ to a downhill energy step. For a
TS search, an uphill step along the desired mode (i.e., the approximate
transition vector) is required,

AR; = , (5.19)

| 5.1
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+2gTS
2
|/\TS| 1+ 1+ —4g2TS
/\TS

5.2 The MTSEARCH program

ARrg = (5.20)

We implemented the theory presented in the previous section in a com-
puter program called MTsEARCH. The program is based on the original
Mode-Tracking program [156, 159, 183], which is currently available in
its latest release as part of the MoViPac package [184]. MTSEARCH is
a parallelized meta-program that accesses standard quantum-chemical
programs for the calculation of gradients and electronic energies. The
computational methodology for the generation of these raw data is de-
scribed in detail in the next subsection. The algorithmic structure of
MTsEARCH is sketched in Figure 5.1.

A set-up tool, called TSDEFINE, creates the necessary input files for an
MTSsEARCH calculation. With TSDEFINE we read in initial guess structures
and, if available, initial modes. The initial guess modes and structures
can either be created within MTSEARCH, from a LST or an NEB path, or
by an external program, which provides guess structures and modes, e.g.,
based on a constrained optimization scan. The LST or NEB path consists
of six to twelve nodes (that is, molecular structures on an (approximate)
reaction path, including reactants and products), which we found to be a
reasonable number. The spring forces in an NEB calculation are set to 0.02
a.u., and such a calculation is considered converged when the difference
between the gradient norm of the actual iteration and the previous one
drops below 1x1072 a.u.

The first step of the TS optimization procedure is the Mode-Tracking
optimization of the initial guess mode to produce the corresponding
minimal mode. Mode-Tracking is assumed to have converged when the
maximum element of the residuum vector drops below 5x107% a.u. and the
change in the length of the residuum vector drops below 5x107 a.u. One
may also choose the convergence criteria corresponding to the last-added
basis vector contribution to the selected eigenvector or to the change in
the eigenvalue between the last iterations.
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MTsearch

Input preparation: TS-guess mode b
and TS-guess structure Ryg

2) generation of bl Raw data generation
ang Ryg by LST or (geomet.ry gradient,
NEB from reactants : electronic energy):

b) read in external Ryg .
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parallelized

Figure 5.1: Overview of the MTSEARCH meta-program structure.

After the calculation of a specific mode with Mode-Tracking, an EVF
step is performed based on this converged mode. For the Newton-Raphson
step along the transition vector, Rrg, we define a maximum step size of 0.2
A/\/amu, which is decreased to 0.1 A/y/amu when the norm of grs drops
below 3x102 a.u., and to 0.05 A/y/amu when the norm of g5 drops below
1x1072 a.u. For TS searches starting from minimum-energy structures,
the first four Newton-Raphson steps are set to a maximum length of 1.0
A/ \/amu, whenever the Hessian eigenvalue is positive or close to zero,
i.e., no imaginary frequency with a large absolute magnitude is obtained.

5.2
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After each Newton—Raphson step a predefined number of optimization
steps orthogonal to the eigenvector is performed. As default, a maximum
of three iterations is chosen, if not otherwise mentioned.

If the norm of the total gradient is still above the threshold (default
is 1x107% a.u.) after the predefined number of orthogonal optimization
steps, another Mode-Tracking calculation is launched, for which the last
converged Mode-Tracking eigenvector is chosen as default guess vector.
By default, a root-homing scheme selects the eigenvectors during the
Mode-Tracking calculation with respect to the largest overlap with the
initial one. For comparison, we also employed a root-homing scheme in
which the eigenvector is always compared to the previous one.

It would also be possible to reuse the same eigenvector for a predefined
number of EVF steps, and/or to perform more than one EVF step between
orthogonal optimizations. This has not been explored in this study. It
is also possible to supply more information about the transition path
direction to MTSEARCH than only the first eigenvector (e.g., a sequence
of structures which can for example easily be generated by a haptic device
[185-187]). The guess vectors for the first few Mode-Tracking calculations
are then chosen according to the predefined sequence of structures. It
has to be specified how many times the initial guess structure path shall
be taken as reference for creating a guess mode, which is then refined by
Mode-Tracking.

The structures and normal modes were visualized with PymoL [188]
and JMoOL [189], respectively.

5.3 Raw data generation

All energies and gradients which are read as raw data by MTSEARCH were
calculated with density functional theory employing the TURBOMOLE pro-
gram package (version 6.3.1) [190] with Ahlrichs’ def2-SV(P), def2-SVP
and def2-TZVP basis sets [129]. MTsEARCH launches these calculations by
system calls. Restricted and unrestricted BP86 [133, 134] all-electron Kohn-
Sham calculations in combination with the resolution-of-the-identity
technique were carried out. Self-consistent-field single-point calculations
are considered to be converged when the total electronic energy difterence
between two iteration steps is less then 1077 Hartree, if not otherwise indi-
cated. Molecular structure minimizations are considered converged when



Reference calculations

the norm of the geometry gradient is below 10* a.u. For the optimization
of transition-state structures a geometry-gradient threshold of 1073 a.u.
is chosen.

5.4 Reference calculations

For comparison, we performed TURBOMOLE (version 6.3.1) [190] EVF cal-
culations for comparison with the MTSEARCH results. Starting structures
were chosen from the LST, NEB, or constrained optimization paths. We
carry out a single-point calculation on the starting structure and continue
with a calculation of all vibrational modes with TURBOMOLE. Then, we
employ the trust-radius imaging method (the maximum radius and the
trust radius are chosen between 0.1 A/\/amu and 0.2 A/y/amu) to follow
the lowest eigenvalue. We refer to this procedure in the following as
“standard EVF method”. In these TURBOMOLE calculations, the BP86 [133,
134] density functional is chosen with Ahlrichs’ def2-SV(P), def2-SVP
and def2-TZVP basis sets [129].

Furthermore, we performed constrained optimizations by employ-
ing the GAuUssIAN [191] program (version o9, Revision C.1) to obtain
transition-state guess structures. Essentially, one internal coordinate
was kept fixed at defined values and for all other degrees of freedom a
structure optimization was carried out. Furthermore, intrinsic reaction
coordinates were calculated with Gaussian. In these calculations we
employed BP86 with the def2-SVP basis set [192, 193]. We have chosen
the default convergence criteria (scfconv=tight, which means that the
energy difference between two SCF iterations was less than 107 Hartree,
and that the structure optimizations were considered converged when
the root-mean-square force acting on all atoms was below 3x107* a.u.).

We should note that we provide data for the eigenvalues of the Hes-
sian as 'frequencies’ (reported in units of wave numbers). Le., we take
the square root of the eigenvalues, which corresponds to a harmonic
vibrational frequency for a stationary structure, even for non-stationary
structures and denote it a ‘frequency’ for the sake of convenience (even-
tually, these data become harmonic frequencies upon convergence of
the stationary-structure optimization). Moreover, to highlight imaginary
frequencies, we add a minus sign in front of them (this is possible as the
square of such a frequency still yields the correct eigenvalue of the Hessian

5.5
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matrix). Note also that we use the term ‘'mode’ to denote an eigenvector
of the Hessian matrix.

5.5 Test systems for MTSEARCH

To study the capabilities of MTSEARCH, we have chosen four intramolecu-
lar reactions involving molecules of different sizes (4 atoms, 8 atoms, 41
atoms, and 284 atoms; shown in Figure 5.2).

4 atoms 8 atoms 41 atoms 284 atoms

o A

Figure 5.2: Molecular models considered in this work: H,CO (left), ethane
(second from left), a small (third from left) and the full Schrock hydrazine
tris(@mido)amine Mo complex (right). Element color code: green, C; red, O;
blue, N; cyan, Mo; white, H.

We start with the investigation of the rotational barrier in the C,Hg
molecule, because the transition-state structure is well defined and the
system is small, which allows us to investigate the suitable settings and
thresholds for MTsEARCH. Next, we analyze the possibility of MTSEARCH
to optimize several transition-state structures starting from one minimum-
energy structure using hydroxymethylene as an example.

The last two reactions considered are possible side reactions of the
Chatt-Schrock cycle of N, fixation at a molybdenum containing catalyst
[172, 173], in which N, is reduced to ammonia under acidic and reductive
conditions. Under these reaction conditions, it is possible that several
unwanted intermediates are formed. Exemplarily, we have chosen one
possible side-reaction pathway, where one proton of N,H, coordinated
to molybdenum shifts to one of the amido nitrogens.

The Schrock catalyst is ligated by a tetradentate hiptN;N ligand (hipt =
hexa-iso-propyl terphenyl). It has been intensively studied both experi-
mentally [173, 174, 194] and theoretically [160, 194-198]. Because of the
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relatively large system size of the hiptN;N ligated hydrazine molybdenum
complex (278 atoms), several smaller generic model system of the catalyst,
in which the aryl substituents have been substituted, e.g., by H atoms or
CHj; groups, have been studied [194, 195, 197, 199-202]. In the following,
the small and large Schrock catalyst refer to the MeNCH,CH;N or hipt
ligated molybdenum catalyst, respectively, with a hydrazine ligand as
shown in Figure 5.2. Our focus is the optimization of transition-state
structures for the proton-transfer reaction in the small and large Schrock
catalysts.

5.5.1 Benchmark Example: C,H¢ rotation

We first calculated the transition-state structure of ethane rotation from
staggered conformation to eclipsed conformation and back to staggered
conformation. To obtain starting structures and initial guesses for the
Mode-Tracking scheme, we performed a linear synchronous transit in
internal coordinates with six nodes on the path including reactant and
product structures (both staggered). Since only one dihedral angle is
changed during the transition from one minimum structure to the other,
the choice of internal coordinates is very useful in this example. Due to
the symmetry in the LST path, only three of the six structures are different.
The first (minimum), second, and third structures of the LST pathway
were chosen as starting structures for EVF procedures performed with
MTSsEARCH and, for comparison, TURBOMOLE.

Although the second structure of the LST pathway does not feature neg-
ative eigenvalues of the Hessian, the EVF algorithm optimization started
from these structures converged towards the transition-state structure
with both TurBOMOLE and MTSEARCH (see Appendix E for details).

If we start from the energy minimum structure, EVF relying on one
negative eigenvalue is not able to find the TS, because the structure is far
away from the quadratic region around the TS. Therefore, one would usu-
ally start from a guess structure closer to the TS. By contrast, MTSEARCH
locates the TS starting from the energy-minimum structure with a mode
specified by the LST and by a manually chosen mode corresponding to
the rotation of one CHj group around the C-C axis. The initial-guess
structures and converged TSs can be found in Appendix E.

We analyzed the effect of various parameters on the convergence of
MTseARCH. First, we investigated the optimal length of the first Newton-
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Raphson step. If the starting structure is close to the energy minimum
structure, the optimizer has to accomplish a larger step out of the min-
imum. We observed that a first Newton-Raphson step size of 1.0-1.5
A/\/amu is appropriate (see Appendix E for details).

Next, we adapted the number of orthogonal optimization steps per-
formed until the next mode is optimized by Mode-Tracking to values
between 2 and 10. To generalize the algorithm, we defined a protocol
which stops the orthogonal optimization if the norm of the gradient for
the optimization orthogonal to the transition path drops below 1x1073
a.u., which means that the maximum number of orthogonal-optimization
steps needs not to be reached. Then, the next Mode-Tracking calculation
and Newton-Raphson step in the direction of the converged transition
vector is performed.

5.5.2 Explorative Example: Isomerization of H,CO

In this section, we study the possibility to find several TSs with MTSEARCH
starting from one minimum-energy structure only. We have chosen the
isomerization reaction of formaldehyde to hydroxymethylene and a sub-
sequent trans-/cis-isomerization of hydroxymethylene as an example (see
Figure 5.3). The transition-state structures are well known [168-170, 203].
Since two reaction pathways are possible from trans-hydroxymethylene,
a selective way of choosing the eigenvector of interest is important.

The trans-hydroxymethylene structure, from which we start the explo-
rative TS search, can either undergo an internal hydrogen transfer from
the oxygen atom to the carbon atom (over TS-1) that leads to formalde-
hyde or a rotation around the C-O axis that leads to cis-hydroxymethylene
(over TS-2). MTSEARCH is able to locate both transition-state structures
by following the modes which are shown in Figure 5.3 next to the arrows
indicating the reaction direction. The three lowest modes of the start-
ing structure (obtained by a full Hessian calculation) have the following
frequencies: 1100 cm™, 1188 cm™!, and 1317 cm™. The first one leads to
TS-2 and the second and third ones to TS-1. MTSEARCH can find TS-1
and TS-2 also by starting from guess modes which are based on chemical
intuition (see Appendix E).

The standard EVF optimization from hydroxymethylene following
the lowest vibrational frequency mode does not converge to a TS, but
falls back to the minimum-energy structure. Already a minor distortion
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Figure 5.3: BP86/RI/def2-SV(P) reaction path from formaldehyde to trans-
hydroxymethylene and cis-hydroxymethylene with transition-state structures
optimized with MTsearcH. The modes taken from a full vibrational analysis
that lead to the TSs, TS-1and TS-2, are also depicted. A maximum number of
three orthogonal optimization steps has been chosen in MTseaRcH. Element
color code: gray, C; red, O; white, H.

of the minimum-energy structure towards the TS can already lead to a
successful location of TS-2 (see Appendix E for details).

Besides the TS optimization starting from trans-hydroxymethylene,
we have also carried out TS localizations from formaldehyde and cis-
hydroxymethylene. For cis-hydroxymethylene, TS-2 was found by fol-
lowing the LST guess mode. For formaldehyde, neither a LST guess mode
nor a guess mode based on chemical intuition led to convergence to TS-1.

5.5
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5.5.3 Intramolecular proton-transfer reactionin a hydrazine
Mo complex

In this section, we study the hydrazine intermediate of Schrock’s nitrogen-
reducing catalyst and a generic model complex with aryl groups substi-
tuted by methyl groups. For the Schrock hydrazine complex, the lowest-
energy spin state is a doublet. All spin states with higher multiplicity are at
least 60 kJ/mol higher in energy [197]. We investigated the transition-state
structure for a proton shift reaction from the nitrogen atom of N,H, that
ligates to molybdenum to one of the amido nitrogen atoms.

For the generic model complex, we carried out a constrained opti-
mization scan along the N,y;40-H distance that changes from reactant to
product in 12 steps including reactants and products of 0.2 A step size to
obtain a guess structure close to the TS. From this constrained optimiza-
tion scan, we selected the highest-energy structure (Scani2, see Figure
5.4) and an initial guess mode based on the structures Scani1 and the
product. This mode has been simplified by retaining only those entries
that refer to the transferring hydrogen atom. This restriction to the “mov-
ing” part in the system improves convergence as other motions of parts
of the system are discarded. Moreover, it produces a guess mode that is
transferable between homologous species (see the large complex below).

Scan9 Scanll Scanl2 TS

Figure 5.4: Initial guess structures chosen from a constrained optimization
scan along one H(N;H4)-N,miqo distance. Scang, Scani1 and Scani2 are the
oth, 11th and 12th structure from a 12-step constrained optimization scan with
the program GaussiaN (0.2 A increase of the N,miqo-H distance in each step)
along the N,nigo-H distance starting from the hydrazine bound complex.
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The frequency analysis of structures Scan11 and Scang revealed that
the lowest eigenvalue modes do not correspond to the desired transition
vector. We observed that the standard EVF algorithm often fails to find the
TS in this situation (see Appendix E for details). Only for structure Scani2,
which is already very close to the TS, the standard EVF optimization
converges towards the TS. By contrast, MTSEARCH was able to find the
TS also from Scani1 and Scang (see Appendix E).

The root-mean-square deviation between the MTSEARCH-optimized
transition-state structures and the one calculated with TurBOMOLE’s EVF
is only 0.04 A, which means that the two algorithms converged to the
same structure. The vibrational analysis revealed exactly one imaginary
frequency of -i1244 cm™, and the intrinsic reaction coordinates (IRC)
connect the reactant and product structures, which confirms that we
found the desired TS. The stationary points calculated by MTSEARCH are
shown in Figure 5.5.

It is noteworthy that the initial guess modes cannot only be obtained
from a constrained scan, but also from a LST or NEB pathway or based
on chemical intuition. For isomerization reactions, in which only one
atom re-positions, as in our example, it is straightforward to manually
choose an approximate transition pathway (cf. Appendix E). However, the
manual set-up of a proper molecular distortion that is likely to resemble
a reaction pathway is possible and potentially useful also for other types
of reactions.

In a Mode-Tracking-based TS search, one should confirm whether the
very first mode converged with Mode-Tracking corresponds to the desired
reaction pathway, since all following optimization steps are based on the
direction of this initial mode. However, this can be done automatically by
calculating the overlap of the initial guess mode and the converged one.
If the initial mode is not close to the transition vector, the optimization
may lead to a different TS than the desired one (in our case, the TS for a
rotation of the terminal NH, moiety of the N,H, ligand was often found
when the initial guess mode was not clearly dominated by the shifting
proton).

For the optimization of the analogous transition-state structure in the
significantly larger hiptN;N-ligated Schrock Mo catalyst, we rotated the
coordinating N,H, ligand in the minimum-energy structure such that an
initial guess structure comparable to the TS of the generic model complex
is obtained. Then, we performed a constrained optimization (fixed atoms
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are: molybdenum, the proton that moves and the two nitrogen atoms
to which the proton binds in the reactant structures). We choose as an
initial guess mode the converged mode of the TS in the generic model
complex (after alignment of the large and small homologous complexes,
and choosing only those entries for atoms that occur in both complexes;
all other entries are set to zero). Due to the significantly larger system
size, the maximum number of orthogonal optimization steps performed
within MTSEARCH is increased to 10. The stationary points with the TSs
calculated by MTSEARCH are displayed in Figure 5.5.

With Mode-Tracking we obtain one imaginary frequency of -i1323 cm™
for the TS, which is similar to the one of the TS in the small model system.
The mode is located on the proton that shifts. To study the performance
of our algorithm, we also calculated the full Hessian and obtained one
negative frequency mode of -i1338 cm™.

Since the complete Hessian calculation and diagonalization for this
molecule consisting of 284 atoms takes significantly longer than the Mode-
Tracking calculation (about a week vs. 2 hours on 12 cores on a blade
system featuring two six-core AMD Opteron 2435 processors (i.e., a total
of 12 cores)), the computational time needed for the TS search is consid-
erably reduced.
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Figure 5.5: Internal proton shift reaction pathway of the generic Schrock
model system (top) and the full Schrock hydrazine Mo complex (bottom)

with BP86/RI/def2-SV(P) transition-state structures optimized with MTSEARCH.

Element color code: green, C; blue, N; cyan, Mo; white, H. The red circles
highlight the proton that shifts during the reaction.
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Heuristic Reaction Network
Explorations

Several types of chemical reactions are known, in which a variety of side
products can occur. In these cases, either a reactive species (such as a
radical, a valence-unsaturated species, a charged particle, a strong acid,
or a strong base) is involved or the energy deposited into the system is
high (e.g. due to a high reaction temperature). Highly reactive species
lead to a large variety of products, because such reactions may proceed
in an unselective manner. High thermal energy increases the number of
side products, because parts of the reaction network that are usually not
reachable (e.g. at room temperature) become accessible.

Reaction networks map out sequences of elementary reaction steps, in
which two valleys on the potential energy surface (PES) are connected by
one transition-state structure (TS). For a detailed analysis of the kinetics
and thermodynamics of a net reaction energy resulting from many ele-
mentary steps, a complete network of potentially accessible intermediates
is required. Only then can the global lowest-energy paths be identified
and the probabilities to reach certain minimum-energy structures be com-
pared with each other. The number of stationary points in such reaction
networks can be estimated along the lines of the following example: For
protonation reactions, we assume that the number of protonated species
can be determined by identifying all potential protonation sites within the
initial structure to which protons can be added. For a reaction network
in which all these possible protonated intermediates are considered, the
number of possible minimum-energy structures is given by
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N - jz (IijS) (6.)

where Nps is the number of possible protonation sites and p the number
of protons. In principle, one can and should also add more than one type
of reactive species to a substrate. The total number of protons added to the
molecule varies between one and the number of possible acceptor sites.
For example, for 11 protonation sites, N = 2047. The number of generated
structures exceeds 1000 for substrates with more than 8 protonation sites.
Clearly, the transfer of so many protons to a substrate is not very sensible
from a chemical point of view as the charge increases dramatically and
the pK, value of the protonated intermediates might be unfavorable with
respect to further protonation. However, for strong acids accompanied by
strong reductants many of these multiply protonated species will become
accessible, if also reduction steps are considered.

The number of possible reaction paths between N structures is bounded
by the total number N (N —1)/2. Since most of the structure pairs are not
connected by an elementary step, the number of reaction paths can be
significantly reduced by introducing empirical rules for the identification
of elementary steps. Nevertheless, the number of elementary steps can
still be too large for a manual investigation and an automated optimization
of the relevant minimum-energy structures and TSs is highly desirable.

A reaction network exploration algorithm should be able to identify
all relevant intermediates of a chemical reaction without any additional
information apart from basic input structures (i.e., reactant, product,
or intermediate) and to generate the reaction network with all relative
potential energies and activation barriers. Naturally, no reaction network
exploration algorithm can guarantee the localization of all minimum-
energy structures and TSs. Nevertheless, since the manual calculation
of all elementary steps and the evaluation of the reaction paths is very
time-consuming, algorithms that systematically screen the PES represent
an important leap forward.

Automated reaction network exploration algorithms can be divided
into two main categories. The first one contains algorithms that require
only one starting structure (i.e., the minimum-energy structure) and
evolve along the PES by local curvature information obtained at the start-
ing structure. Algorithms that first search for a diverse range of minimum-



energy structures and then optimize the TSs based on previously assigned
minimume-energy structure pairs belong to the second category.

Algorithms of the first category usually employ information of the
curvature of the PES to walk uphill and identify new minimum-energy
structures, ideally after passing by TSs or their vicinities. One example
is the global reaction route mapping (GRRM) algorithm based on the
anharmonic downward distortion following method and the artificial
force induced reaction method [171, 204, 205]. For large molecules, GRRM
becomes computationally unfeasible, because of the computational cost
for the PES exploration around a local minimum. Although one can
apply a micro-iteration method within a mixed quantum mechanics and
molecular mechanics framework [206] to partially overcome this problem,
methods starting from only one minimum-energy structure remain time-
consuming.

In contrast to the first category of automated reaction network gen-
erators, the second category utilizes experience-based transformation
rules for the generation of new input structures and can subsequently
make use of the robustness and computational efficiency of double-ended
TS-search algorithms. This type of network exploration algorithms is
referred to as a heuristic approach. Although one cannot ensure that
all minimum-energy structures are obtained, heuristic approaches are
very useful for chemical reactions for which transformation rules for
the generation of possible new structures are known. Rappoport et al.
[207] and also Zimmerman [155] employed such a heuristic approach for
the generation of new structures according to transformation rules that
are applicable to the main group elements of the periodic table. Atom
connectivities are the basis for the generation of new bonds or breaking
of existing ones. However, for intermediates and transition metal atoms,
it may be difficult to define these atom connectivities.

Other approaches are based on molecular dynamics, Monte-Carlo
methods, or the reaction path Hamiltonian method [208-211]. They
mainly aim at the localization of the global minimum of a system, instead
of all possible reaction pathways.

Here, we describe a reaction network generation algorithm of the sec-
ond category combined with automated TS-search algorithms. Guess
structures for potential intermediates are generated by formalizing heuris-
tic principles. We implement an automated set-up of reactive complexes
by placing a reactant in the vicinity of a substrate target. Specifically,
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we focus on two reactive species which are often involved in chemical
reactions, namely protons and electrons. To identify all side reactions (if
possible), all sites to which protons might be added are considered in a
combinatorial way. These structures are then optimized. A subsequent
assignment of neighboring structure pairs is carried out and between
them a TS is optimized.

We chose to apply the algorithm to an important and still unsolved
problem in chemistry: catalytic nitrogen fixation under ambient condi-
tions at the example of the molybdenum complex developed by Schrock
and coworkers [172, 173]. We map out the reaction network for the methyl-
substituted model system with one- to four-fold protonation and reduc-
tion steps for the first half of the catalytic cycle, which is based on a N,
moiety bound to the Mo center.

The content of this Chapter has been published in Ref. [25].

6.1 Structure of HEUREX

HEUREX is a parallelized meta-program written in the programming
language Python [212] that accesses standard quantum-chemical pro-
grams for the calculation of electronic energies and for the localization of
minimum-energy and TS structures.

An overview on the Heuristic Explorer (HEUREX) reaction network
exploration program for the investigation of unspecific protonations and
reductions of a substrate is given in Figure 6.1.

As an initialization, HEUREX aims at locating all relevant minimum-
energy structures starting from reactive-complex structures. In our ex-
ample, all proton-acceptor atoms in the substrate and subsequently the
number of protonation sites at each proton-acceptor atom are identified
first. Protonation sites are filled according to the maximum number of
protons to be added (by default, this is equal to the number of protonation
sites) by the “structure generator”.

In a next step, these structures are optimized by the “structure op-
timizer”, which drives standard quantum-chemical programs for this
purpose (currently TURBOMOLE and GAUSSIAN are available). All opti-
mized structures are then structurally aligned by the “elementary-step
finder®. Redundant and decomposed structures are removed.
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Figure 6.1: Flow chart for the steps performed in the HEUREX reaction network
exploration algorithm.

Noteworthy, we are only interested in structures that are accessible
under the given reaction conditions. If a minimum-energy structure is
too high in energy, it shall be discarded. The number of TS optimizations
can hereby be significantly reduced. The probability distribution of an
ensemble of structures over all possible minimum-energy structure states

at a given temperature may be described by the Boltzmann distribution.

Either an energy cutoff for minimum-energy structures, a temperature
threshold, or a Boltzmann probability threshold can be chosen to restrict
the reaction network to the relevant minimum-energy structures. In
this work, we have chosen a temperature threshold of 298 K, which is
approximately equal to an energy cutoft of 25 kcal/mol compared to the
lowest-energy structure, because structures with an energy above the
cutoff are not observed at room temperature (according to Ref. [213]):

6.1
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For a unimolecular reaction assuming the (simplified) Eyring equation
[6] the rate constant k reads,

kgT s
k = e -AG /RT,

n P
with Boltzmann constant kg, Planck constant h, the activation (free)
energy of the reaction AG* and the temperature T. For the half life of a

species (), = In2/k) we then obtain the following equation,

by = (lllcleTh ) exp™@/AT (6.3)
If AG*=100 k]J/mol (23.9 kcal/mol) and T =298 K, then t;, = 10*°
s =31622.8 s. We assume that AG* is approximately equal to AE,. Since
the half life for a AG* of 23.9 kcal/mol is already very long, we assume
that a an energy cutoff of 25-30 kcal/mol will be sufficient. The activation
energy AG* from the energetically lower minimum-energy structure to
the energetically-higher local-minimum structure must be at least as large
as the energy difference between the two minimum-energy structures.
Therefore, one may consider the threshold for the activation energy (i.e.,
the TS-structure energy) also for differences between minimum-energy
structures. The structures that remain after this analysis step build the
basis of the reaction-network, the nodes.

(6.2)

Subsequently, structure pairs connected by an elementary reaction are
determined for TS optimizations. After the TS localization performed by
the module ”TS search, the TSs are verified by a Mode-Tracking based
lowest-frequency analysis. Mode-Tracking is a protocol which employs
the Davidson subspace-iteration technique to selectively localize only
the mode of interest instead of calculating the full Hessian matrix [156—
164]. Especially for large molecules, Mode-Tracking is significantly faster
compared to a full Hessian analysis. Furthermore, intrinsic reaction coor-
dinates (IRC) are calculated to confirm that the TS found is connecting
the minimum-energy structures under consideration. From the TS ener-
gies, we can conclude whether a certain reaction takes place under the
given conditions or not. The energy differences between the TS and the
minimum-energy structures which are connected by the TS correspond
to the activation energies for the reactions in forward and backward di-
rection. The rates of these forward and backward reactions under the
given reaction conditions can be obtained by Eq. (6.2). We can exclude
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all edges from the reaction network for which neither the forward nor the
backward reaction can be accomplished within a reasonable time-scale.

The final results are plotted in a reaction network, where all minimum-
energy structures, their energies relative to the lowest-energy structure,
and the respective transition-state energies relative to the lowest-energy
structure are reported in one graph. The global lowest-energy pathways
can thus easily be identified.

All single steps are discussed in detail in the following sections.

6.2 Structure generator and optimizer

The substrate to be protonated and a list of atom connectivities in the
substrate is the only required input. To define proton-acceptor atoms
within the substrate, HEUREX counts the bonds of each atom with adjacent
atoms and compares this value to the maximum number of possible bonds
this atom can form (according to its valence, up to 4 bonds are possible for
main group elements). Although this approach easily works out for the
main group elements, the determination of protonation sites at transition
metals is more elaborate. In those cases additional rules are applied as
described in the listing below (key point 5). According to the actual
number of bonds formed with atom i, N} ;, of a complex consisting of M
atoms, and the maximum possible number of bonds to that atom, Ny ;

(Nmax,i = 4 for main group elements), the number of protonation sites is
defined as

M
Np = Z Nmax,i = Np,i- (6.4)
i
The total number of protons added to the cluster varies between one
and the number of possible protonation sites. To define protonation sites,
we first determine the geometry of each acceptor atom with its neighbors
and then add (a) new proton(s) according to the following rules:

1. The default value for the distance between the acceptor atom and
the proton is 1.0 A. The molybdenum-proton distance is increased
to 1.7 A. A more general setup can be achieved by reading in the
optimized atom-proton distances from a reference table.
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2. If the acceptor atom has only one neighbor atom, up to 3 protons

can be added in an approximately tetrahedral geometry.

. If the acceptor atom has two neighbor atoms and forms an ap-

proximately linear arrangement with them, up to two protons are
added in the plane perpendicular to the 2 adjacent atoms (with
the constraint of a 180° angle between the two protons, but a ran-
dom position of the first proton within this plane); if the neighbor-
acceptor-neighbor angle is bent, the new atom positions are located
at a position where the angle above 180° is halved;

. If the acceptor atom has three neighbor atoms and forms an ap-

proximately planar geometry with them, two protonation sites are
created perpendicular to this plane (additionally, a constraint of
only occupying one of these protonation sites is set); if the four
atoms are not planar, the new protonation site is added in an ap-
proximately tetrahedral geometry;

. If the acceptor atom has more than three neighbor atoms and the

acceptor atom does not belong to the main group elements, e.g.,
transition metals, the sterically least demanding positions are cho-
sen for the protonation sites. Otherwise, no proton is added. The
geometry of the ligand sphere of the transition metal is determined
according to the seven ideal symmetries employed in the crystal
field theory, which are: octahedral, pentagonal bipyramidal, pen-
tagonal pyramidal, square planar, square pyramidal, tetrahedral
and trigonal bipyramidal. For example, if the transition metal has a
trigonal bipyramidal ligand sphere, up to 3 protons are added in the
layer spanned by the trigonal atoms such that they divide the 120°
ligand-transition metal-ligand angles. Analogously, for the other
types of ligand spheres the sterically least demanding 3 positions
are chosen as protonation sites.

Noteworthy, we do not create new input structures for the differently
charged clusters, but assume that the same input structures can be em-
ployed for the structure optimizations at the different charges. We assume
that for each proton one electron can be added such that the number of
structure optimizations is given by
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Nps

Nop = 2, (NPS)(p +1), (65)
p1\ P

where p is the number of protons and Npg the number of protonation
sites.

We have to ensure that the heuristic input generation does not lead
to energetically unfavorable starting geometries. For example, a chosen
guess structure may be convenient for a certain number of protons added,
but inappropriate for another number of protons added. Especially for the
linear arrangement of case 3, the initial-guess structure has to be carefully
analyzed, because a structural rearrangement of one of the two neighbor
atoms or groups, respectively, might be necessary to obtain the desired
minimume-energy structure for a certain number of protons added. One
option may be to implement a function that searches for the sterically and
electronically best arrangement of a proton in a given environment, or to
relax part of the molecule with the constraint that the proton is bound
to the desired acceptor atom instead of applying the geometrical rules
described above.

Moreover, the number of protonation sites might be larger than the
actual number of protons that can be added to the acceptor atom (compare
rule 4). In those cases, we define a constraint that allows to only occupy
as many protonation sites as the atom can accept. The number of input
structures can hereby be significantly reduced.

If a structure optimization fails, because a self-consistent field calcu-
lation did not converge, HEUREX changes the damping parameters au-
tomatically (see Section 6.7) and restarts the calculation. Structures for
which the optimization does not converge within 1200 optimization steps,
are saved and we have to investigate those structures manually to decide
whether they shall be covered in the reaction network or not.
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6.3 Elementary-step finder

All optimized structures in which the molecule decomposes are auto-
matically removed. This is achieved by calculating the distance between
the added proton(s) and the center of mass of the molecule and the
spatial root-mean square deviation (RMSD) between the initial and the
optimized structures (without the added proton(s)). If a proton-center-of-
mass distance or the RMSD exceed a predefined threshold, the structure
is discarded.

Within a collection of optimized structures with the same charge and
number of atoms, multiple structure optimizations may lead to the same
minimum-energy structures. To identify these structures, the RMSD for
every pair of structures within each collection is calculated after their
alignment. Structures within a certain RMSD threshold (here we choose
0.5 A) are collected in so called clusters.

The next step is the identification of all structure pairs between which
a TS search shall be carried out. For the studied network of protonated
intermediates, this means that we have to identify all structure pairs
which are related by a shift of exactly one proton. If more than one
possible proton shift pathway exists for a given pair, the one with the
smallest replacement of the transferred proton is chosen. Noteworthy,
this procedure might not always be the best choice, e.g., in cases where
roaming reactions are favored. For these cases, one may calculate both
reaction pathways.

6.4 Automated transition-state searches between
two minimum-energy structures

The basis of the proceeding TS searches is the collection of structure pairs
with the same charge, the same chemical formula and a difference in
exactly one proton position. For an automated transition-state search
between two minimum-energy structures, one can in principle utilize
several TS-search methods (e.g., interpolation methods [139], eigenvector-
following (EVF) [140-144], string methods [145], the scaled hypersphere
search method [146], a constrained optimization technique [214], or the re-
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cently published Davidson subspace-iteration based TS-search algorithm
[166]).

Here, we choose a combination of constrained structure-optimization
scans with a subsequent EVF run. According to the structural differences
between the two minimum-energy structures, the direction (distance,
angle, etc.) and step size (default: 8 steps) for the constrained optimization
scan has been chosen. Out of the constrained optimization scan, the
highest-energy structure is selected for a subsequent Mode-Tracking
calculation of the lowest-frequency mode. If the initial-guess structure
has one imaginary frequency, an EVF procedure is carried out. If not,
the first procedure failed. In this case, the freezing-string method [215]
(FSM) is chosen in combination with EVE. If both TS-search algorithms
fail to converge the desired TS, we assume that the respective TS is very
high in energy or there is no TS in between the respective structure pair.

Clearly, none of the current TS-search methods can ensure that the
lowest-energy barrier will be found. However, one can easily interface
or include other TS-search algorithms in HEUREX and thus increase the
reliability.

6.5 Verification of the TSs

For the verification of the TSs, HEUREX first analyzes whether the TS calcu-
lation has converged or not. Second, HEUREX starts a vibrational analysis
with Mode-Tracking on every presumable TS. Structures with only posi-
tive frequencies and with frequencies that are all larger than e.g., —i100
cm™ (by default) are removed, because they are presumably minimum-
energy structures. If exactly one imaginary frequency is obtained, we
visualized the corresponding transition mode to decide whether the cor-
rect TS has been found. For structures with a transition mode not obvi-
ously leading to the minimum-energy structures the TS shall connect,
the IRCs are calculated to make sure, that the TS connects the correct two
minimum-energy structures. One can easily generalize this procedure by
calculating the IRC for all TS structures and performing an automated
alignment between the minimum-energy structures of the IRC and the
starting structures to figure out whether the TS connects the desired
minimum-energy structures or not.
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6.6 Visualization of the results in reaction networks

In general, a reaction network consists of nodes and edges connecting the
nodes. In our example, the nodes of the reaction network represent the
minimum-energy structures and edges represent TS paths between the
respective minimum-energy structures. If the TS search for a structure
pair is successful and the activation energy is below the chosen threshold,
the energies of the TSs compared to the lowest-energy structure are writ-
ten on the edge lines. To obtain the activation energies for the forward
and backward reactions, one must thus calculate the differences between
the TS energy and the energies of the two minimum-energy structures.
The optimized minimum-energy structures are graphically displayed and
the energy differences compared to the lowest-energy structure are re-
ported. If the number of nodes is large, we do not display the optimized
structures in the nodes, but label the respective node with a structure
identification number. The optimized structures are then visualized in a
separate list. The colors of the nodes correspond to the energy differences
with respect to the lowest energy. Dark blue represents the lowest-energy
structures and dark-red the highest-energy structures. The calculated
TS energies are presented above each edge. For a clearer visualization of
energetically low and high barriers, we scale the line width of the edges
and the gray scale according to the TS energy such that a thick line and
black color represents a low-energy barrier and a thin line in light gray
represents a high-energy barrier. The intermediates of the catalytic cycle
are highlighted by the gray background to distinguish them from side
products.

6.7 Generation of raw data

Density-functional calculations are performed with the program package
TURBOMOLE [190] (versions 6.3.1 and 6.4.0) using Ahlrich’s def2-SV(P)
basis set [129] with polarization functions on all atoms. Unrestricted
and restricted all-electron Kohn-Sham calculations are carried out. The
density functional BP86 [133, 134] in combination with the resolution-
of-the-identity (RI) technique is chosen. The self-consistent-field (SCF)
single-point calculations are considered to be converged when the to-
tal electronic-energy difference between two iteration steps is less then
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1077 hartree. The SCF damping parameters are adapted from the default
values to start = 5.000, step = 0.050, min = 0.50 and scforbitalshift auto-
matic = 1.0, if the energies oscillated for the given structure. Structure
optimizations are considered converged when the length of the geometry
gradient dropped below 10™* atomic units.

In the constrained optimizations with GAUSSIAN [191] (version o9,
Revision C.1) we employ BP86 with the def2-SVP basis set [192, 193].
One internal coordinate is kept fixed at defined values (obtained from
the reactant- and product-structure differences), and along all other de-
grees of freedom a structure optimization has been carried out. For most
cases, this procedure led to a reasonable TS guess structure. These guess
structures are then refined with TURBOMOLE’s trust-radius image-based
EVF optimization (with a trust-radius of 0.2 A). The mode to follow is
obtained from a Mode-Tracking calculation. If the EVF optimization
converged, a second Hessian calculation has been carried out to figure out
whether the stationary structure has exactly one imaginary frequency. In
these cases, intrinsic reaction coordinates are calculated with GAussian
(BP86/def2-SVP) to figure out whether the correct TS has been found.
We employ the default convergence criteria for all GAussIAN calculations
(scfconv=tight, which means that the energy difference between two cy-
cles is less than 1078 hartree, and optimizations are considered converged
when the root-mean-square force is below 3x107* a.u.).

If the constrained optimization scan with proceeding EVF did not
converge to the desired TS, an alternative algorithm is employed. Here,
we choose the freezing-string method (FSM) with 12 nodes (B3LYP/3-21G)
from Q-CHEM (version 4.0.1) [216].

The structures are visualized with PymoL [188] and the python modules
PYGRAPHVIZ and NETWORKX are employed for the pictorial representation
of the reaction networks.

6.8 Reaction Networks for Intermediates of the
Chatt-Schrock cycle

The main catalytic reaction steps of the full nitrogen-fixation cycle (i.e.,
the Chatt-Schrock cycle) are shown in Figure 6.2, on the left. In this
Section, we investigate the first half of the Chatt-Schrock cycle, which is
highlighted in gray. All intermediates are based on an N, fragment bound

121



Chapter 6 | HEURISTIC REACTION NETWORK EXPLORATIONS

122

o [Mol-NH; jN_z,[MOI Ny i+

[Mo]_NH2 -NH3 {[Mo] N=N-H}"
e/ On8
OINIO [Mo]N NH §§ §; @Q
{IMo]-NH}* \ %]

H+\ \‘%NO%AO {[Mo] N NH X
[Mo]=NH b” 3; @‘

M N NH
e\ (Mol= 2

NH
B e e
[Mo]-N ©

+NH;

Figure 6.2: Left: The Chatt-Schrock nitrogen-fixation cycle is shown. [Mo] refers
to the HIPTN;N(HIPT = hexa-iso-propyl terphenyl)-ligated molybdenum complex.
The part of the catalytic cycle shaded in gray is studied in this work. In the middle of
the reaction cycle a simplified Lewis structure (without the H atoms) of the model
system is shown and in orange all possible protonation sites are highlighted. Right:
Singly, doubly and triply protonated model systems are shown to indicate that each
intermediate shown in the cycle represents a full reaction network. Element color
code: gray, G blue, N; turquoise, Mo; white, H of substrate; orange, protonation sites.

to the Mo atom. The second part of the catalytic cycle contains a [Mo]-N
fragment, since one nitrogen atom is already released from the complex
in form of NHj. [Mo] refers to the HIPTN;N(HIPT = hexa-iso-propyl
terphenyl)-ligated molybdenum complex.

Our reaction networks are based on the Schrock model complex with
aryl rests substituted by methyl groups (see Figure 6.2, in the middle
of the catalytic cycle). The lowest-energy spin state of the neutral N,-
bound Schrock model complex is a doublet. The spin states with higher
multiplicity are at least 60 k]J/mol higher in energy. Since this energy
difference is quite large, we can assume that the ground-state spin state
is adopted. Proton-acceptor atoms are the amido nitrogen atoms, the
N, group atoms and molybdenum atoms. All protonation sites that are
considered in this study are highlighted in orange. According to the
valency of the nitrogen atoms, the amido nitrogen atoms can only accept
one proton. However, due to the fixed geometry of the HIPT ligand,
one should take into account two different positions for these protons
(as shown in the Lewis structure representation in Figure 6.2). Thus, a
constraint of only occupying one of the two protonation sites has been
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set. To prevent the generation of structures with an artificially increased
energy, we compare the protonation input structures of the nitrogen atom
of N, that is directly bound to Mo in a linear manner versus a bent one.
We did not observe any differences in the structure-optimization results
and thus assume that the guess structures based on the defined proton
positions are decent. Optimized structures in which H, is formed are
removed from the reaction networks and only reported (on the bottom
of the reaction network), if the energy of the H, formation is preferred
compared to the other intermediates within the reaction network.

The BP86/RI/def-SV(P) reaction networks of all one- to four-fold pro-
tonated intermediates at the different charge are calculated. Each reaction
network is based on the same number of protons and electrons. To obtain
the energy differences between the reaction networks and thus to connect
all relative energies with each other, the energy differences between the
Chatt-Schrock cycle intermediate structures (see Figure 6.2, main inter-
mediates in the catalytic cycle) are calculated in each reaction network.
These structures are highlighted by a gray background in each reaction
network. The calculated energy differences between the reaction networks
correspond to the one-fold protonation and one-e~ reduction energies
and they are reported in Figure 6.3. On the right-hand side of Figure
6.3, we present the energies of the Chatt-Schrock cycle intermediates
(marked by a *) and the lowest energies of each reaction network relative
to the reference structure, which is the N,-coordinated Schrock complex.

Noteworthy, for the calculation of protonation reactions in the gas
phase, protons do not contribute to the reaction energy since they have
no electronic energy (assuming the Born-Oppenheimer approximation
(zero kinetic energy) and an infinite distance between the two reactants
(zero potential energy)). Therefore, an artificially large exothermic proto-
nation reaction is observed. One common solution is to take the solvation
energy of a proton in a certain medium as reference. In bioinorganic re-
actions, the energy of a solvated proton is often assumed to be —262.4
kcal/mol [217, 218] (solvation in water). A range between —252.6 and
—262.4 kcal/mol for the solvated-proton energy is given in Ref. [218]. If
we assume lutidine-H* (lutidine=2,6-dimethylpyridine) as proton source,
the BP86/RI/def2-SV (P) reference energy for the proton is —237.7 kcal/mol.
For the electron oxidation reaction from Cp*,Cr (Cp* =1,2,3,4,5-Pentame-
thylcyclopentadienyl) to Cp*,Cr* a BP86/RI/def2-SV(P) reaction energy
of +103.7 kcal/mol is obtained. An advantage of HEUREX is that one can
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Figure 6.3: BP86/RI/def2-SV(P) electronic-energy differences (in kcal/mol) between
the Chatt-Schrock cycle intermediates in each reaction network (characterized by a
certain number of protons and electrons added). The energy of a solvated proton
is assumed to be —237.7 kcal/mol. For the electron reduction, Cp*,Cr was chosen
as electron source, which corresponds to a BP86/RI/def2-SV(P) energy difference of
+103.7 kcal/mol. The dark-blue intermediates are lower in energy than the red ones
and the black ones are not accessible at the given conditions (T =298K).

easily change the proton and electron reference values depending on the
specific reaction conditions. The program can automatically highlight
those reaction energies that depend on the solvated-proton reference en-
ergy and might thus be interpreted carefully in order to not accidentally
exclude a part of the reaction network that is accessible.

First of all, our results are in accordance with the calculated and expe-
rimental reaction energies between intermediates of the Chatt-Schrock
cycle [202, 219]. From the energy differences between the reaction net-
works (with a fixed number of protons and electrons) we can estimate
which types of intermediates occur at the given conditions and which can
be neglected. We label the reaction networks according to the number of
protons added to the N, bound Schrock complex reference structure (xH,
with x being the number of protons) and the total charge of the system.
For better readability, the two values that determine each reaction net-
work are given in parentheses separated by a comma (i.e., (xH,charge)).
We observe that the intermediates with one to three protons added, which
are neutral and single-positively charged are easily accessible at room
temperature. The reaction networks of these intermediates are shown
in Figures 6.4, 6.5, 6.6 and 6.9. Reaction networks (3H,2*) and (4H,2*)
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may be accessible, but they are significantly higher in energy than most of
the 0 and +1 charged species. All reaction networks with higher charges
((3H,3%), (4H,3") and (4H,4")) and reaction network (2H,2*) are energet-
ically disfavored and thus neglected in the main analysis (these reaction
networks can be found in Appendix F).

From the reaction networks, one can extract the number and type of
minimum-energy structures accessible at the given reaction conditions.
For the singly-protonated intermediates, we obtain four intermediates
with an energy below 25 kcal/mol. Interestingly, in the one-fold proto-
nated and 1-e~ reduced species, the intermediate of the catalytic cycle is
by 14.8 kcal/mol higher in energy than the lowest-energy structure. Most
of the activation energies are larger than 30 kcal/mol. The TS with an en-
ergy of +29.9 and +38.6 kcal/mol, may be reached from the energetically
higher minimum-energy structures which are connected by the TS.

For the two-fold protonated intermediates with charges 1+ and 0, ten
and thirteen side products next to the intermediate of the Chatt-Schrock
cycle are accessible, respectively. Noteworthy, the H, dissociation product
is by —11.6 kcal/mol lower in energy than all structures in the (2H,0)
reaction network. The first species of the catalytic cycle is obtained again.
This may indicate a hindrance for the catalytic formation of NH3;, because
the H, formation appears to be an energetically preferred side-reaction.
Noteworthy, a detailed investigation of possible H,-formation pathways
at the model complex has to be carried out.

In the three-fold protonated species, we obtain several low-energy struc-
tures, in which the ligand is destroyed. Since we have chosen a model
complex with the aryl rests substituted by methyl groups and thus, the orig-
inal complex is sterically significantly more demanding, these destroyed
ligand sphere structures may be artificial. We reported the structures and
their relative energies compared to the lowest-energy structure in the
above reaction network on the bottom of the reaction network, separated
by a dashed line. In the (3H,0) species the H,-formation energy is by —5.7
kcal/mol more exothermic than the lowest-energy structures in the reac-
tion network. However, the formation of NH; is by —24.9 kcal/mol more
exothermic than the lowest-energy structures in the reaction network.
Thus, the NH; formation is clearly favored over the other possible side
reactions.

In total, the reaction networks for the one- to three-fold protonated
species with charges o, and +1, demonstrate that a large number of possible
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side products next to the desired intermediate of the Chatt-Schrock cycle
is formed. Hence, by investigating only the reaction energies between
these intermediates, one may miss an energetically preferable side reaction.
A manual study of the minimum-energy structures and reaction pathways
would be very time-consuming and thus, the automated program HEUREx
can contribute significantly to the exploration of the full reaction network.
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+77.2 +38.6

(1H,1+)
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Figure 6.4: BP86/RI/def2-SV(P) reaction network for the first protonation and reduc-
tion step of the N,-bound generic model complex of the Schrock catalyst. Energies
are given in kcal/mol. We have chosen an energy cutoff of 25 kcal/mol for the energy-
differences of minimum-energy structures between which an elementary step is
assumed. A dark-blue circle around the minimum-energy structure highlights the
lowest-energy structure of a given composition and a dark-red circle a high en-
ergy structure (40 kcal/mol higher energy than lowest energy of each sub-reaction
network). The intermediates of the Chatt-Schrock cycle are highlighted by a gray
background. Element color code: gray, C; blue, N; turquoise, Mo; white, H of substrate;
orange, added H’s.
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Figure 6.5: BP86/RI/def2-SV(P) reaction network for the two-fold protonated and 1

e -reduced (top) and the two-fold protonated and 2 e -reduced (bottom) intermedi-
ates of the N,-bound generic model complex of the Schrock catalyst. Energies are

given in kcal/mol. We have chosen an energy cutoff of 25 kcal/mol for the energy-
differences of minimum-energy structures between which an elementary step is

assumed. A dark-blue circle around the minimum-energy structure highlights the

lowest-energy structure of a given composition and a dark-red circle a high en-
ergy structure (40 kcal/mol higher energy than lowest energy of each sub-reaction

network). The intermediates of the Chatt-Schrock cycle are highlighted by a gray
background. For those edges which are not labeled and only a thin line is drawn, the
TS is either very high in energy or no TS exists. Element color code: gray, C; blue, N;
turquoise, Mo; white, H of substrate; orange, added H’s.
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Figure 6.6: BP86/RI/def2-SV(P) reaction network for the three-fold protonated
and 2 e"-reduced intermediates (total charge of 1+ elementary unit). Energies are
given in kcal/mol. We have chosen an energy cutoff of 25 kcal/mol for the energy-
differences of minimum-energy structures between which an elementary step is
assumed. A dark-blue circle around the minimum-energy structure highlights the
lowest-energy structure of a given composition and a dark-red circle a high energy
structure (40 kcal/mol higher energy than lowest energy of sub-reaction network).
The intermediate of the Chatt-Schrock cycle is highlighted by a gray background.
Element color code: gray, C; blue, N; turquoise, Mo; white, H of substrate; orange,
added H’s. For those edges which are not labeled and only a thin line is drawn, the TS
is either very high in energy or no TS exists. On the bottom structures in which part
of the Schrock complex fell apart and their energies relative to the lowest-energy
structure of the network are shown.
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Figure 6.7: BP86/RI/def2-SV(P) optimized structures of the three-fold protonated
and 2 e”-reduced intermediates (total charge of 1+ elementary unit) and their identi-
fication number.
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Figure 6.8: BP86/RI/def2-SV(P) reaction network for the three-fold protonated and
3 e"-reduced. Energies are given in kcal/mol. We have chosen an energy cutoff of 25
kcal/mol for the energy-differences of minimum-energy structures between which
an elementary step is assumed. A dark-blue circle around the minimum-energy
structure highlights the lowest-energy structure of a given composition and a dark-
red circle a high energy structure (40 kcal/mol higher energy than lowest energy of
sub-reaction network). The intermediate of the Chatt-Schrock cycle is highlighted
by a gray background. Element color code: gray, C; blue, N; turquoise, Mo; white,
H of substrate; orange, added H’s. For those edges which are not labeled and only
a thin line is drawn, the TS is either very high in energy or no TS exists. On the
bottom structures in which part of the N, bound Schrock complex fell apart and
their energies relative to the lowest-energy structure of the network are shown.
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Figure 6.9: BP86/RI/def2-SV(P) optimized structures of the three-fold protonated
and 3 e -reduced intermediates of the N,-bound generic model complex of the

Schrock catalyst and their identification numbers.



Conclusions and Outlook

In two case studies, we observed that one of the biggest challenges for
mechanistic explorations is the multitude of structures that has to be
considered. If many reaction pathways are accessible, the manual calcula-
tion of TSs is often tedious or completely unfeasible and an automated
calculation of the reaction pathways is needed. Such an automated pro-
gram requires two main ingredients, i.e., an algorithm to obtain new
structures and an efficient and computationally feasible TS optimization
algorithm. Along these lines, we have developed two new algorithms,
one which allows for computationally achievable TS optimization of large
molecules (MTsEARCH) and one, which explores reaction networks based
on chemical intuition in a heuristic manner (HEUREX).

The search for multiple reaction pathways starting from one minimum
structure is still a main obstacle of current transition-state optimization
programs. In general, chemical intuition is needed to chose a suitable
starting mode, which connects the educts with the products. In Chapter
5, we have described the MTSEARCH program that efficiently combines
the calculation of selected normal modes by the Mode-Tracking scheme
[156, 183, 220] and the eigenvector-following procedure to eventually
optimize transition-state structures. Since Mode-Tracking avoids the time-
consuming calculation of the complete Hessian matrix and instead only
optimizes the modes of interest, MTSEARCH is particularly suitable for
optimizing transition-state structures of large reactive molecular systems.
The search for several transition-state structures is feasible and the starting
structures for a TS search may be outside the quadratic region of the
transition-state structure.
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We investigated the performance of MTSEARCH on four intramolecular
reaction pathways: the rotational barrier of C,Hg, the isomerization of
H,CO, a proton shift in the hydrazine bound intermediate of the [Mo-
(hiptN;N)] catalyst by Schrock as well as in a model system with methyl
substituents instead of the aryl substituents. We found that the initial
guess modes for the Mode-Tracking procedure can be either extracted
from the LST or NEB pathway, or based on chemical intuition. A TS
optimization can be started either from two or just from one minimum-
energy structure only. The potential energy surface can be explored in a
customized way along the desired directions. Even for a large molecule
such as the hydrazine Mo complex of Schrock and coworkers with more
than 200 atoms, we were able to efficiently locate a transition-state struc-
ture.

By choosing different initial guess modes and/or branching off at certain
structures during the optimization, one may scan the potential energy
surfaces along different directions.

In Chapter 6, we presented the second algorithm, HEUREX, which
efficiently constructs protonation- and electron-reduction-based reaction
networks. Guess structures for reactive complexes were generated by
exploiting chemical heuristics and they were subjected to structure mini-
mization procedures. In particular, protonation sites were identified and
protonated. However, the whole algorithm can be easily generalized to
arbitrary reactive species to be placed into the vicinity of a target. HEUREx
compares all optimized structures with the same number of protons and
electrons with each other, searches for elementary-step reactions and
starts TS searches between the chosen structure pairs. An intuitive vi-
sualization of the results is achieved by labeling all color-coded nodes
(minimum-energy structures) and edges (TSs) with the respective relative
energies. This simplifies the analysis of the global lowest energy paths.

At the example of the nitrogen-reducing molybdenum catalyst synthe-
sized by Yandulov and Schrock, we studied all possible protonated and
reduced clusters (but no negatively-charged clusters) as well as chemically
relevant reaction pathways. The reaction networks clearly demonstrate
that the number of accessible minimum-energy structures of several
intermediates of the Chatt-Schrock cycle is very large. Thus, for the
investigation of all reaction pathways, an automated program such as
HEeUREX is required. From the reaction networks of the one- to four-
fold protonated intermediates, the lowest energy structures for a specific
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number of protonation and electron reduction reactions were identified.
Furthermore, it became clear which internal proton transitions may oc-
cur at room temperature. We observed that for the two-fold protonated
and 2-e~ reduced species, the H, formation product is by —11.6 kcal/mol
favored compared to the lowest-energy structure of the reaction network.

With all relative energies at hand, the next step is to implement the
automated kinetic modeling for this (as well as the second) half of the
reaction cycle, which is current work in progress in our group. Then, we
will be able to estimate the amount of each individual species formed
within a certain time frame. A further goal is to connect the implemented
algorithms with a haptic device to explore the chemical reaction network
interactively. Since ultra-fast real-time calculations allow for an immedi-
ate force feed-back [185-187], the user can determine the development
of the reaction network by steering the algorithm towards the chemical
regions of interest. This is also work in progress in our group and may lead
to significantly facilitated chemical-mechanism and kinetic-modeling
studies.
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Appendix

A [FeFe] hydrogenase calculations

Out of the protein structure with manually inserted [2Fe]y subcluster, we
first select a large model system, with the complete amino acids Glu3y3,
Met3y75, Cysi29 (protonated), Cys377 Cys381, Cysi3o, Cys18s5, Lys188,
Gluigs, Ser1s3, Glniss, Prois4 and Alas4 taken into account. We cut our
large model system such that the complete peptide bond with the next
amino acid is taken into account and the C,, atom becomes a methyl group.
The backbone atoms (peptide C, N and O atoms) and the methyl groups
of the former C, atoms are kept fixed in the structure optimizations. It
should be noted, that three of the amino acids in the protein environment
of the large model system are charged Glu373: —, Lys188: + and Gluig1:
— and the overall charge of the cubane and H-cluster is either 2— or 3—-
elementary charges. In the WT model system water molecules with labels
2, 6,18, 34, 40, 58, 81, 107, which are closest to the active center, are taken
into account. The large model systems of the WT and its mutant are
displayed in the main text (Figure 2.1).

In a second step, we choose a small model system. Here, we take into
account only those parts of certain side chains, which directly interact with
the [2Fe]y subcluster. The amino acids which are considered herein, are
Lys188, Gluigs, Seris3, Glniss, Prois4, Cys377, Cys381, Cys130, Cys185 and
Cysi129 (protonated). The C atoms of the side chains which are closest to
the backbone are fixed during the structure optimizations. By comparing
the calculated properties (such as coordination energies and HOMO-
LUMO gaps) of the small and the large model system with each other, we
are able to estimate the effect of the more distant protein environment,
which is only taken into account explicitly by the large model system. The
continuum solvation method (COSMO, with € = 4) is employed in the
small and the large model system to account for electrostatic screening
effects of the protein environment further away from the catalytic center.
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All density functional calculations are performed with the program
package TURBOMOLE [190] (version 6.3.1). Unrestricted, all-electron Kohn-
Sham calculations are carried out using Ahlrichs’ valence double-{ def2-
SVP and triple-{ def2-TZVP basis set [129] with polarization functions
on all atoms. The TPSS [136] density functional is chosen in combina-
tion with the resolution-of-the-identity (RI) technique. In order to test
the dependence of the HOMO-LUMO gaps on the exact Hartree—-Fock
exchange employ in the density functional, we apply TPSSh [136] (con-
taining 10% HF exchange) and B3LYP [221-223] (containing 20% HF
exchange). The self-consistent-field single-point calculation are consid-
ered to be converged when the total electronic energy difference between
two iteration steps is less then 1076 hartree for the large model system
and 1077 hartree for the small model system. The constrained structure
optimizations are considered converged when the length of the geometry
gradient is below 10~* atomic units for the large model system and below
10~ atomic units for the small model system.

The H-cluster models are optimized within the broken symmetry (BS)
approach [12, 15, 19]. The different spin-coupling schemes are optimized
by swapping coordinates of the iron atoms and employing converged
orbitals defined with respect to the original coordinate listing [224]. Local
spin expectation values are obtained by a local version of TURBOMOLE’s
MoLocH module employing Lowdin’s projection operators [20-22, 225,
226].

The low-spin singlet and doublet wave functions are lowest in energy. In
principle, several broken-symmetry (BS) spin coupling schemes between
the six iron atoms of the hydrogenase H-cluster are possible. In the
Hex clusters we restrict our study to the spin-coupling scheme where
the two iron centers of the [2Fe]yox subcluster are antiferromagnetically
coupled to the two closest iron atoms in the Fe,S; cubane and those
are again antiferromagnetically coupled to the other two iron atoms in
the cubane. By contrast, the [2Fe]yrs subcluster of the H™d clusters are
terromagnetically coupled to the two closest iron atoms in the Fe,S,
cubane. Within the cubane there is still an antiferromagnetic coupling
between the two iron atoms closer to the [2Fe]ja subcluster and the
other two iron atoms. Especially for the calculation of reaction energies,
we ensure that the same coupling scheme between educts and products
is achieved, although this BS spin-coupling scheme is not always the
lowest-energy one.
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The mutation of amino acid 187 from arginine to aspartate changes
the total charge of the system by two elementary units. Interestingly, the
charged amino acid is very close to the Fe,S, cubane (5-6 A to the cubane
center), which suggests that the effect of the charge on the H cluster is
not significantly damped by the protein environment or water molecules
which might be located between the H-cluster and the charged amino
acid. Due to the different overall charge of the wild type and its mutant,
we can not directly compare the electronic energy differences between
the two systems.

The structures and molecular orbitals are visualized with PyMOL [188]
and Jmol [189].

B Supplementary material for Fe,S, calculations

All density functional calculations are performed with the program pack-
age TURBOMOLE [190] (version 6.3.1) using Ahlrichs” valence triple-(
def2-TZVP basis set [129] with polarization functions on all atoms. Unre-
stricted, all-electron Kohn-Sham calculations are carried out. As density
functionals BP86 [133, 134] in combination with the resolution of the iden-
tity (RI) technique and the hybrid functional B3LYP [221-223] are chosen.
We mainly employ BP86, because in iron-sulfur clusters from [FeFe] hy-
drogenase it is found that BP86 yields reliable structures and reaction
energetics [34, 36, 40, 227]. The self-consistent-field single-point calcu-
lation are considered to be converged when the total electronic energy
difference between two iteration steps is less then 1077 hartree.

The Fe4S4 clusters are optimized within the broken symmetry (BS)
approach [12, 15, 19]. The different spin-coupling schemes are optimized
by swapping coordinates of the iron atoms and employing converged
orbitals defined with respect to the original coordinate listing [224]. Local
spin expectation values are obtained by a local version of TURBOMOLE’s
MoLoCH module employing Lowdin’s projection operators [20-22, 225,
226]. The spin couplings we obtain for the singly negatively charged
clusters correspond to OS1 and OS2 according to Noodleman et al. [73].
Noodleman and coworkers define coupling schemes OS1, OS2 and OS3,
which only differ in the spin populations of the cubane sulfur atoms.
These are either both negative, of mixed sign or both positive, respectively.
The iron-atom spin populations, which are the largest compared to the
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spin populations of all atoms in the cluster, are about the same in the three
coupling schemes. For doubly negatively charged clusters Noodleman
et al. obtained local spin populations on the cubane sulfur atoms which
are of different sign compared to the spin populations on the iron atoms
within the same ferromagnetically coupled Fe,S, subcluster. By contrast,
we obtain a spin-coupling pattern with spin populations of the same
sign on these iron and sulfur atoms. For the clusters with elementary
charge 3— Noodleman et al. defined two spin couplings, OC1 and OC2,
which differ in the spin population of the ligands bound to the reduced
or oxidized Fe,S, sub-clusters. We obtain mainly OCz spin coupling, in
which the spin populations of the iron and sulfur atoms of the oxidized
subcluster have the same sign. Also, the spin population of the iron and
sulfur atoms of the reduced subcluster have the same sign, but different
from the oxidized subcluster. It has to be noted that in the oxidized
subcluster sometimes the two sulfur atoms possess different signs in the
spin populations.

During structure optimizations either the four hydrogen atoms or the
four sulfur atoms of the HS™ ligands are kept fixed in order to mimic the
anchoring by the protein backbone. Structure optimizations are consid-
ered converged when the length of the geometry gradient is below 107*
atomic units in such constrained optimizations.

As starting point for the calculation of the correlation diagrams the
structure with the lowest a and b distances is selected. To obtain smooth
correlation diagrams, converged « and f orbitals are provided for the
next grid point with one step larger b distance. For the structure with
one step larger a distance at lowest b distance, the molecular orbitals of
the structure with one step smaller a distance are employed. In order
to make sure that the lowest-energy solution is found, a and f3 orbitals
from structures with larger a and b distances are provided in additional
optimizations, if we observe kinks in the potential energy surfaces.

In order to choose a reasonable range of cluster distortions, the ener-
getically lowest cluster geometry has to be found first. Distortions are
then applied to this starting structure. An ideal structure is obtained by
structure optimization (in C,) of a D,;-symmetric guess structure while
no atoms are kept fixed. The three possible BS spin-coupling solutions A,
B, and C are calculated. We observe that for this ideal ligand arrangement
one BS spin-coupling scheme is about 2 kcal mol™ higher in energy than
the other two. In this spin-coupling scheme the cluster adopts the D,;-1
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form. In the lowest-energy spin-coupling scheme the cluster structure
changes to an almost D,;-2 form.

The optimized C,-symmetric structures without constraints are then
used to set up the distorted structures in the two D,;-symmetric forms.
The starting structures are symmetrized in order to obtain perfectly sym-
metric structures and the hydrogen atoms or the sulfur atoms of the HS~
ligands are fixed to yield the distance constraints a and b.

For the calculations of protein-embedded clusters from the PDB, the
nitrogen and carbonyl carbon atoms of the cysteine ligands are changed
to hydrogen atoms and these two hydrogen atoms of the ethyl thiolate
rest are kept fixed at a C-H distance of 1.1 A.

The continuum solvation model COSMO [228] is applied (with € = 4)
to mimic electrostatic effects and to minimize charge artifacts. In nature,
the protein scaffold compensates for the high charges of the active center.

All energies presented in this Section are calculated for o K without zero-
point vibrational and temperature corrections. The structure-property
plots are created with Mathematica 7.0 and 6.0 by Wolfram Research [229].
Molecular structures are visualized with PyMOL [188] and ChemBioDraw

[230].

B.1 Analysis of 5(Cys)-S(Cys)/Cg-Cp distances in selected
crystal structures

In Tables B.1 and B.2 the S(Cys)-S(Cys) and Cg-C; distances of cysteine-
ligated Fe,S, clusters of selected protein data bank entries with resolutions
below 2.1 A are listed. The clusters are arranged as shown in Figure B.1. In
all crystal structures analyzed, one Cg-C; distance is significantly shorter
than all other Cg-C; distances. This distance and the one on the opposite
site of the cubane are labeled a. The remaining four Cg-Cgy distances are
labeled b. The S(Cys)-S(Cys) distances listed in Tables B.1 and B.2 refer to
the corresponding Cg-Cg distances of the same cysteines.

The C4-Cp distances in the chosen crystal structures vary between 4.5
A and 9.1 A, of which the shortest C4-Cg distances range from 4.5 A to
6.2 A, four intermediate ones between 6.6-8.8 A and the largest C5-Cg
distances between 8.5-9.1 A. In our model cluster, [Fe,S,(SH),]\~/2/3-,
the H-H distances of the HS~ ligands correspond to the Cg-Cp distances
of the cysteine-ligated clusters. The chosen region of structural distortions
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Figure B.1: Graphical representation of the a and b distances for a cysteine-ligated
cubane cluster exemplarily shown for crystal structure 2FDN. Element color code:
yellow, S; orange, Fe; green, C; blue, N; red, O.

in our correlation plots depends on the chosen D,;-symmetric structure.
For D,,-1, a varies between 7.4 and 8.8 A and b between 6.0 A and 7.0
A. For Dyy-2, arange of a=4.1-5.9 A and b=7.4-8.8 A is chosen, which
approximately covers the natural distances. It should be noted, that the
cysteine-ligated clusters from the crystal structures, especially in the
HiPIPs, correspond rather to a D,;-2 form than to D,;-1. Therefore, the a
and b distances in the correlation diagrams of structures in D,;-2 form
are more similar to the corresponding distances measured in the crystal
structures.

The simplification of cysteine-ligands to HS~ ligands leads to small
differences in the cluster-ligand geometry compared to cysteine-ligated
clusters. The preferred FeSH angle differs from the favored FeSCg angle.
In BP86 optimized unconstrained [Fe,S,(SEt),]*~ clusters, the FeSC(H,)
angle turns out to be 106°. This angle approximately resembles the FeSCp
angle in cysteine-ligated clusters. For the HS™ ligands, the corresponding
angle is considerably smaller, about 95° for D,4-1 and 97° for D,;4-2. In the
selected proteins the FeSCg angles range from 98-125°. In comparison in
our calculations with fixed hydrogen atoms according to D,;-2 form the
distortions applied lead to variations in the FeSH angle ranging from 87° to
118° (BP86) and from 81° to 110° (B3LYP). In the S-fixed clusters the FeSH
angle adopts values of 95-101° (BP86) and 94-102° (B3LYP). Although
the FeSH angles in the H-fixed clusters are considerably smaller than the
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FeSCp angles, the deviations from the angle of the lowest-energy structure
are about —10° to +20°, which is in the region of the naturally occurring
deviations. Furthermore, the Fe-Fe distances in the BP86 optimized H-
fixed clusters range from 2.55 to 2.85 A. The Fe-S cubanes in the protein
data bank considered here have Fe-Fe distances of 2.54-2.84 A, which is
in good agreement with our model system. The Fe-S(Cys) distances of the
experimental structures vary between 2.20 A and 2.39 A (one exception
of 2.13 A). The BP86 optimized structures in our correlation plots feature
Fe-S(H) distances between 2.20 A and 2.40 A, which is within the range
of the distances observed in proteins.

The S-S distances of the crystal structures vary between 5.9 A and
6.9 A (in the HiPIPs one S-S distance is shorter than the others, 5.5-6.0
A). Our corresponding correlation plots are based on distances of 6.0~
7.0 A in a and 6.0-7.1 A in b and hence cover the range of naturally
occurring clusters. The fixation of sulfur atoms mainly affects the Fe-S
and Fe-Fe distances and cluster-internal angles. The FeSH angles are
not significantly affected by these constraints, since the hydrogen atoms
are allowed to freely relax and can adopt any suitable position in space.
The BP86 optimized [Fe,S,(SH)4]'~/2-/3~ clusters in our correlation plots
feature Fe-S(H) distances between 2.14 A and 2.53 A, which exceed the
range of distances observed in proteins (2.20-2.39 A). The Fe-Fe distances
range from 2.49-3.04 A. Compared with the Fe-Fe distances measured in
the crystal structures (2.54-2.84 A), the S-fixation obviously constrains
the cluster slightly too strong for the largest distortions.

B.2 Comparison of the two D,;-symmetric structures

In this section we compare the two D,;-symmetric starting structures, D,,-
1and D,;-2, to understand whether the effect of distortions of distances a
and b on cluster properties is similar in these systems. The main difference
between the two configurations is the arrangement of the hydrogen atoms
of the HS™ ligands. Hence, if the sulfur atoms are constrained, only
small differences between the correlation plots are expected, because the
sulfur positions are nearly identical in both configurations. The situation
changes if the hydrogen atoms are fixed. The two directions along which
b is measured in both models are not parallel. For example, we define
a z-direction along the main rotation axis as shown in Figure B.2. For
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the same b the projection onto z is much larger in the D,;-2 symmetric
system than in the D,;-1 symmetric system.

Figure B.2: Graphical representation of the two cluster-internal distance constraints
a and b as well as an external z distance, which is introduced here for comparison of
the two D, -symmetric structures.

In Figure B.3 the BP86 potential energy surface of [Fe,;S;(SH)4]*™ in
D,;-1 form is shown. For a few structures with small a and large b the
structure optimization does not converge. These values are missing in the
correlation diagram.

In Figure B.4 the differences in the electronic energy between coupling
schemes A and B (s. Figure 5 in the article), AE,), are presented for both
D,;-symmetric structures. In order to visualize the dependence of AE, on
a structural constraint z instead of b, the axes in the correlation diagrams
shown in Figure B.4 (upper panel) are transformed to Aa and Az, where
Aa and Az describe the difference in a and z "direction®, respectively,
compared to the distances in the lowest-energy structure (see Figure B.4,
lower panel). The changes in AE, are qualitatively very similar for both
definitions of distortions. We do not calculate the energies for structures,
which we expected to be larger than 12 kcal mol™. Therefore, in the AE,
correlation diagram these values are missing.

Furthermore, the coordination energies of one HOj to [Fe,S4(SH)4]*~
in D,4-1 form are shown in Figure B.5. We obtain a similar range of
coordination energies as for the D,;-2 form.

Qualitatively the changes in the cluster properties are very similar for
the two configurations, D,;4-1 and D,;-2. Therefore, we can reduce our
analysis to only one of the two D,;-symmetric model systems, the D,;-2
form.
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Figure B.3: D,;-1/H-fixed: BP86/RI/def2-TZVP/COSMO potential energy surface
(left) and plot of local spin (S.) expectation values (right, exemplarily of one iron
atom with excess of « spin density) of structurally constrained [Fe,S,(SH),]*~ clusters
originally in D, ;-1 form with fixed hydrogen atoms. The cross indicates the minimum
energy structure.

B.3 Results for the S-fixed model system

In Figure B.6 and Figure B.7 the BP86 and B3LYP potential energy surfaces
of the S-fixed [Fe,S4(SH),]'=/2-/3~ clusters are presented in Figure B.6 and
Figure B.7. Similarly to the H-fixed model system, the potential energy
surface is slightly affected by the charge of the cluster, whereby the ideal
ligand arrangement of [Fe,S4(SH)4]' is shifted to about 0.5 A smaller S-S
distances (in a) compared to [Fe,S;(SH),4]*~. The potential energies of
two structures with fixations of 6.0 A in a and 6.3 A and 6.4 A in b are
lower than we expected. In these structures, the HS~ ligands adopt an
unusual SFeSH dihedral angle (about 65° instead of 0°).

The BP86 and B3LYP differences in electronic energy between spin-
coupling scheme A and B are presented in Figure B.8 for [Fe,S,(SH)4]*"
and [Fe,S4(SH)4]?~ clusters with fixed S atoms. The AE’s of the two
structures with the unusual dihedral angle are left out here. The cor-
relation diagrams of AE, for the S-fixed system differ from the results
obtained for the H-fixed system. In the S-fixed [Fe,S,;(SH)4]>~ clusters
coupling scheme B is favored for almost all structural constraints and in
the [Fe,S4(SH)4]? cluster coupling scheme B also gets favored for large b
distances, which is not observed for the H-fixed model system. Still, the
qualitative trend in the AE’s is the same.
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Figure B.4: D,;-1 and D,;-2/H-fixed: BP86/RI/def2-TZVP/COSMO electronic en-
ergy differences AE,, for the coupling schemes A and B of structurally constrained
[Fe4S4(SH)4]%~ clusters in D,4-1 form (left) and D,4-2 form (right) (in singlet spin state)
with respect to changes in a and b (upper panel) and changes in Aa and Az (lower
panel). The hydrogen atoms of the ligands are kept fixed.

The adiabatic detachment energies, ADE(2—/1—) and ADE(3-/2-), are
presented in Figure B.g. The ADE correlation diagrams are similar to the
ones obtained for the H-fixed model system, but the overall ADE change
for the chosen structural distortion is slightly larger.

The energies for the coordination of one HOS radical to [FesS4(SH)4]%~
are shown in Figure B.10. Here, for several structures the structure opti-
mization of the HO3 radical adduct failed to converge with B3LYP. There-
fore, the B3LYP correlation diagram is incomplete.
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kcal mol™

b/A

80 84 88 .-28
a/A

Figure B.5: D,,;-1/H-fixed: Plot of the coordination energies of distorted, originally
D,4-1 symmetric [Fe,S4(SH)41*~ clusters with HOS. The hydrogen atoms of the lig-
ands are kept fixed at distances a and b during BP86/RI/def2-TZVP/COSMO structure

optimization.
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Table B.1: Overview of 5(Cys)-S(Cys) and C4-Cg distances in cysteine-ligated Fe,S4
clusters from the PDB. Abbreviations: Res.=resolution, atom =the atoms in the
crystal structures between the distances are measured.

PDB entry (Res./A) atom  a/A b/A

Ferredoxins

1A6L (2.10) S(Cys) 6.59,6.59  6.39, 6.14, 6.10, 6.73
Cp 6.06,8.11  9.08, 8.14, 8.05, 8.33

2FDN (0.94), cluster 61 S(Cys) 6.53,6.71  6.38, 6.01, 6.19, 6.44

Cp 5.74, 8.16 8.90, 8.16, 8.15, 7.80
6FD1 (1.35) S(Cys) 6.55,6.65  6.41, 6.04, 6.12, 6.82
Cp 5.85,8.12  9.03,7.99,7.95, 8.46

2FGO (1.32), cluster 201 S(Cys) 6.55,6.64  6.37, 6.14, 6.08, 6.86

Cgp 5.68,8.06  8.91, 8.06, 8.02, 8.37
27.8Q (1.70) S(Cys) 6.18,6.71  6.26,5.90, 6.16, 6.59
Cp 6.18, 8.19 8.79, 8.06, 8.13, 8.06

2ZVS (1.65), cluster 101 S(Cys) 6.54,6.55  6.28,6.06, 6.11, 6.93

Cp 6.06, 8.20  6.63, 8.33, 7.81, 8.50
Other Fe-S clusters
1CP2 (1.93) S(Cys) 6.55,6.56  6.21, 6.14, 6.34, 6.44
Cp 5.65,5.94  8.79, 8.83, 7.72, 8.69

2C42 (1.78), cluster B2235  S(Cys) 6.18,5.98  6.45, 6.78, 6.40, 6.59
Cp 4.87,7.96  8.83,7.39,7.97 7.81

3C8Y (1.39), cluster 577 S(Cys) 6.45,6.59  6.30, 6.48, 6.18, 6.76

Cﬁ 5.25, 8.20 8.99, 8.71, 8.19, 8.39
2E77 (1.26) S(Cys) 6.31,6.14  6.24, 6.37,6.57, 6.85

Cgp 4.78,8.09  8.56, 8.66, 7.61, 7.93
2YIV (1.28) S(Cys) 6.8,6.27  6.60, 6.40, 6.82, 6.44

Cgp 4.54,7.26  8.80, 8.80, 8.23, 8.02
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ters of HiPIPs from the PDB. Abbreviations: Res. = resolution, atom = the atoms in the
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crystal structures between the distances are measured.

PDB entry (Res./A) atom  a/A b/A

HiPIPs

2AMS (1.40) S(Cys) 6.38,5.87  6.52,6.53, 6.20, 6.55
Cﬁ 5.14, 8.07  8.55, 6.83, 7.82, 7.95

1BoY (0.93) S(Cys) 6.41,6.01  6.48, 6.52, 6.24, 6.61
Cﬂ 5.10, 8.25 8.49, 6.71, 7.69, 7.99

1HLQ (1.45) S(Cys) 6.48,6.02  6.83,6.66, 6.38, 6.59
Cgp 5.14,8.05  8.61, 6.66, 7.71, 7.99

1HPI (1.80) S(Cys) 6.38,5.94  6.54,6.48, 6.11, 6.48
Cgp 5.04,8.32  8.54, 6.64, 7.62, 7.98

3H31 (1.00) S(Cys) 6.38,5.94  6.61, 6.61, 6.17, 6.60
Cp 5.07,7.92  8.53, 6.80, 7.90, 7.94

1ISU (1.50) S(Cys) 6.39,5.45  6.69, 6.58, 6.13, 6.45
Cﬂ 5.11, 7.75 8.54, 6.87, 7.85, 7.82
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Figure B.6: D,,;-2/S-fixed: Potential energy surfaces (PES’s, left) and local spin
(S..re) expectation values (right, exemplarily for one iron atom with excess of a-spin
density) of constrained optimized [Fe4S4(SH)4]*~ clusters (in open-shell singlet BS
spin state) with fixed S(H) atoms. On the top, the PES of BP86/RI/def2-TZVP/COSMO
optimized structures with the lowest-energy spin-coupling scheme is plotted. In the
middle, the B3LYP/def2-TZVP/COSMO results are depicted for clusters in coupling
scheme A, and at the bottom the B3LYP PES for the lowest-energy spin-coupling
scheme is plotted. The crosses indicate minimum energy structures.
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Figure B.7: D,,;-2/S-fixed: BP86/RI/def2-TZVP/COSMO potential energy surface
plot of structurally constrained, originally D,4-2 symmetric [Fe,S,(SH),]*~ (left) and
[Fe4S4(SH)4]'™ clusters (right) in doublet spin state. The sulfur atoms of the ligands
are kept fixed at distances a and b. The crosses indicate minimum energy structures.
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Figure B.8: D, ;-2/S-fixed/different charges: BP86/RI/def2-TZVP/COSMO electronic
energy differences between spin-coupling schemes A and B (AE,)) of structurally
constrained [Fe,S4(SH)4]*>~ (in doublet spin state, left)/[Fe,S4(SH)4]*~ (open-shell
singlet, middle) clusters and B3LYP/def2-TZVP/COSMO AE,'s of [Fe4S4(SH)4]*~ (right).
The sulfur atoms of the ligands are kept fixed at distances a and b.
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Figure B.9: D,;-2/S-fixed: BP86/RI/def2-TZVP/COSMO ADE(3—/2-) (left) and
ADE(2-/1-) (right) correlation diagrams for structurally constrained [Fe,S,(SH),11/3~
clusters in doublet spin state and [Fe,S,(SH),]*~ clusters in singlet spin state. The
sulfur atoms of the ligands are kept fixed at distances a and b.
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Figure B.10: D,;-2/S-fixed: Plot of the coordination energies of structurally
constrained [Fe,S,(SH)4]*>~ clusters with respect to HO$ (doublet spin state for
[Fe4S4(SH)4(HO)1>7) calculated with BP86/RI/def2-TZVP/COSMO (left) and B3LYP/def2-
TZVP/COSMO (right). The sulfur atoms of the ligands are kept fixed at distancesa and
b.
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C Conformer analysis of double-decker-type ro-
tamers

We perform density functional calculations with the program package
TURBOMOLE [190] (versions 6.3.1) using Ahlrichs’ valence double-{ SVP
[192] and triple-( def2-TZVP basis set [129, 193] with polarization func-
tions on all atoms. Unless otherwise noted in the text, we employ the
def2-TZVP basis set [129, 193]. BP86 [133, 134], B97-D [127] and TPSS
[131, 132, 135, 136] density functionals in combination with the resolution
of the identity (RI) technique are chosen. Besides the dispersion correc-
tion in Bg7-D, the DFT-D3 [128] dispersion corrections are employed.
The self-consistent-field single-point calculation are considered to be
converged when the energy difference between two cycles drops below
1077 hartree. Structure optimizations are considered converged when the
length of the geometry gradient is below 107 a.u. On the TPSS-D3/SVP
optimized structures, we perform single-point calculations using the
COSMO solvation model [231] with a dielectric constant of € = 46.7 for
DMSO.

Second-order Moller-Plesset (MP2) energies of structures 1A, 1B and
1C are obtained with TURBOMOLE (versions 6.4.0) with def2-TZVP [129,
193], def2-TZVPP [129] and def2-QZVPP [130] basis sets.

Gibbs free energies are calculated with FREEH as implemented in TUR-
BOMOLE for a temperature of T = 298.15 Kand p = 0.1 MPa. Here, the trans-
lational, rotational and vibrational degrees of freedom are approximated
by the ideal gas, the quantum rigid rotor and the quantum harmonic oscil-
lator. For the calculation of the BP86 free energies, the wavenumbers are
scaled by a factor of 0.9914 [232]. The mode with the imaginary frequency
is not included in the calculation of the free energies. It should be noted
that the free energy differences (AG’s) are very similar to the electronic
energy differences (AE,’s). For this reason, we only report the electronic
energy differences in the main text.

In the GAUSSIAN [191] (version 09, Revision C.1) calculations we employ
Bg7-D [127] with the TZVP basis set [192, 193]. We mainly employ the
default convergence criteria (scfconv = tight, which means that the energy
difference between two cycles is less than 1078 hartree, and optimizations
are considered converged when the root mean square force is below 3x10™*
a.u.), but investigate the energy difference between these results and the
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results we obtain with tighter convergence criteria of opt = verytight (root
mean square force below 1x107% a.u.) and grid = UltraFine for some
structures.

A vibrational analysis (with TURBOMOLE and GAUSSIAN) is performed
on every structure with vanishing gradient, in order to verify that the
structure is a minimum or transition state. The intrinsic reaction coordi-
nate plots are created with Mathematica 9.0 by Wolfram Research [229].
Molecular structures are visualized with PyMOL [188].

For the exploratory Born-Oppenheimer molecular dynamics (BOMD)
simulations we apply the program CP2K (version 2.4.0/12993) [233]. We
solvate the optimized structures 1A and 1B by 32 DMSO molecules in a cu-
bic box of cell length 19 A using packmol [234]. The BOMD is performed
for an NVT ensemble at T = 300K under periodic boundary condition.
The Gaussian and augmented plane wave method is employed with a
double-{ DZVP basis set in the optimized short-range form and with
Goedecker-Teter-Hutter (GTH) pseudo potentials [235, 236] for the core
electrons. The BLYP [133, 223] density functional is chosen.

Out of the trajectories over approximately 15 ps, 34 snapshots are chosen,
which contain the solute and a reduced number of 19 DMSO molecules.
The snapshots are optimized with BP86 under structurally constrained
DMSO sulfur and oxygen atom positions and two fixated nitrogen atoms,
which are on top of each other in the double-layered structure 1. The
def2-SVP basis set is chosen for the DMSO molecules and the def2-TZVP
basis set is chosen for the solute. To confirm that the constraint of one
fixated pair of N-N does not lead to an artificial energy increase, we once
release the constraint and only fixate all DMSO molecules. The potential
energy differences do not change significantly and hence, the chosen
constraints are appropriate.

D Reaction pathways of an organic phosphake-
tene

We perform density functional calculations with the TURBOMOLE [190]
(versions 6.3.1 and 6.5) and GAUSSIAN [191] (version 09, Revision C.1)
program packages. In the TuRBoMOLE DFT calculations we employ
Ahlrichs’ def2-SVP and def2-TZVP basis set [129, 193]. BP86 [133, 134]
and PBE [237, 238] (in combination with the resolution of the identity
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(RI) technique) as well as the hybrid functionals PBEo [239] and B3LYP
[221-223] are chosen. Furthermore, second-order Moller-Plesset (MP2)
calculations are performed with the def2-TZVPP [129] basis set. Since
similar relative energies are obtained for the different quantum-chemical
methods, we only discuss the BP86 energies explicitly. The convergence
criterion for the self-consistent-field single-point calculations is set to an
energy difference of 1077 hartree between the two last energy iterations
and structure optimizations are considered converged when the length of
the geometry gradient drops below 107 hartree/bohr.

In the GaussiaN calculations we employ BP86 [133, 134] with the TZVP
basis set [193]. We choose the default convergence criteria (scfconv = tight,
which means that the energy difference between two iteration steps is less
than 1078 hartree, and optimizations are considered converged when the
root mean square force is below 3x107* hartree/radians).

We locate the transition state structures by performing a constrained
optimization scan with GAUsSIAN, selecting the highest energy structure,
calculating the vibrational frequencies (with AorFoRrcE) and following the
lowest eigenvalue mode with the trust-radius image based eigenvector-
following procedure implemented in TURBOMOLE. A preoptimization is
carried out with def2-SVP basis set and on the converged structure we
perform a TS calculation with def2-TZVP basis set.

We perform a vibrational analysis on every structure with vanishing
gradient, in order to verify that the structure is a minimum or transition
state. The intrinsic reaction coordinates are calculated with GAUSSIAN to
verify that the transition state structure between the correct local minima
is found. Molecular structures are visualized with PYMOL [188].

E Mode-Tracking based Transition-State Optimiza-

tions

E.1 Choice of the Mode-Tracking guess modes

In this section, we investigate whether an initial-guess mode obtained

from an LST pathway is sufficient to find the transition-state structure.
The isomerization reaction from H,CO to trans-HOCH serves as an

example. We create an internal LST path of 11 points including the reac-
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tant and product structures and always calculate the full Hessian (with
TurBOMOLE) and the LST-based mode obtained from Mode-Tracking.
Then, we compare the mode obtained by Mode-Tracking with the low-
est frequency ones calculated by TURBOMOLE’S AOFORCE tool to probe
whether MTsSEARCH chooses the mode which is closest to the transition
mode. In Table E.3 the results are reported. We highlight the modes that
are closest to the transition mode at each initial-guess structure. The
modes based on the LST guess mode correspond to the TS mode for all
structures. Of course, the performance of the TS search strongly depends
on the LST path, which is not necessarily close to the intrinsic reaction
coordinates.

After the orthogonal optimization steps (i.e., before the next Mode-
Tracking calculation) the next guess mode is by default the converged
mode of the previous Mode-Tracking calculation. For some model sys-
tems, it might be useful to steer the TS localization not only by providing
the first eigenvector, but several eigenvectors defined by a sequence of
structures. Then, one may circumvent the problem that EVF follows the
wrong mode and the actual TS mode is lost during the TS optimization.
Therefore, an alternative TS-optimization procedure is implemented: in
addition to the initial-guess mode we aligned the following structures dur-
ing the optimization with the LST structures and always selected the guess
mode of the structure with lowest root mean square deviation (RMSD)
compared to the actual structure for the subsequent Mode-Tracking cal-
culation.

An approximate transition pathway can also be set up manually accord-
ing to chemical insights. One may also employ a haptic device for a fast
and simple creation of an approximate transition pathway [185-187].

It is important to note that for large reactive systems, which may feature
many similar modes, one might easily choose a mode that does not lead
to the TS, by LST or by other methods. Since no general criterion exists
to assess whether a mode is still pointing towards the desired path, for
manually constructed guess modes, we recommend to ensure that the
first converged mode resembles the mode of interest.

The manually chosen guess modes for locating both TSs from the
trans-hydroxamethylene structure are summarized in Table E.4.
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Table E.3: Mode-Tracking (MT) and TurBoMOLE calculated BP86/RI/def2-
SV(P) frequencies in cm™ of the first 8 structures out of an 11-point LST path-
way between H,CO and trans-HOCH. Here, a convergence criterion of 1x107%
a.u. is chosen for the orbital optimization. The highlighted frequencies are
the ones of those modes that are closest to the reaction pathway. Note that
"frequencies’ simply denotes the square root of the Hessian eigenvalues and
must not be mistaken for a vibrational frequency in case of non-stationary
structures. Moreover, we have added a minus sign to the imaginary square
root of a negative Hessian eigenvalue in order to highlight such imaginary
frequencies. Initial guess modes were obtained from an LST path. Here (and
only here), a single-point electronic structure calculation was carried out for
each point on the LST path before starting MTsearcH. We found that this
can affect the number of steps needed in the initial eigenvector following
run, but does not affect the final results.

Initial-guess structure | MT TurBOMOLE, full Hessian calculation
Freq. | Freq.1 Freq.2 Freq.3 Freq.4

LST1=Reactant +1814 | +1144 +1232| +1500 +1814
+1287

LST2 +1473 | +1147 Tm’ +1733
LST3 +1342 | +1088 +1282 +1343 ‘ +1606
LST4 +1407 | +825 +988 +1252 ‘ ‘ +1402 ‘
LSTs +1058 | —i580 +851 +1058 ‘ +1228
LST6 —i754 | —i1133 ’ —i757 ‘ +696 +1252
LST7 —i1793 | | —i1793| —i328 +693 +1355
LST8 —i1779 | | —-i1778| +846 +901 +1401

E.2 Newton-Raphson step length and maximum number
of orthogonal optimization steps

In general, in the EVF procedure a smaller step size and a smaller number
of orthogonal optimization steps leads to a structure more similar to the
previous one. In other words, MTsEaRCH will follow the initially chosen
eigenvector as closely as possible if the Newton-Raphson step length and
the number of orthogonal optimization steps is small. However, if the
first step size is too small, the optimization might take longer to leave the
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Table E.4: Initial starting distortions of trans-hydroxamethylene constructed
manually for application in MTSEARCH.

x y z x y z
C|l o o o] o o0 o
O]l o o o o o o
H|o1 o -06|0 01 o
H| o o o} O 01 O

energy minimum. Moreover, for exploring the potential energy surface,
a larger step may be useful to locate transition-state structures. The first
Newton-Raphson step size should not be increased too much, because
then the structure can not adapt to this distortion during the orthogonal
optimization and in the worst case the self-consistent-field calculation
does not converge. We investigate the effect of the first Newton-Raphson
step length on the convergence of the TS search in the C,Hgs and H,CO
model systems. For this, we apply (first) Newton-Raphson steps in the
range from 0.5 to 2.5 A/\/amu within the MTSEARCH algorithm starting
from minimum-energy structures. We report the computing times (wall
times) for locating the TS in Table E.5.

The first Newton-Raphson step influences the computing times sig-
nificantly. For the calculation of the rotational barrier of C,Hg starting
from the minimum-energy structure, one can apply relatively large first
Newton-Raphson steps up to about 2.5 A/\/amu and thereby decrease
the computing time significantly. However, in the trans-HOCH<«H,CO
isomerization a distortion of 2.0 to 2.5 A/y/amu is already too large, be-
cause MTSEARCH then overlooks the TS and converges to the opposite
minimum-energy structure. We conclude that first Newton-Raphson
step lengths between 1.0 and 1.5 A/\/amu is a reasonable choice for these
types of reactions.
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Table E.5: Computing times in min:sec required for the TS optimization of the
C,Hg rotational transition-state barrier and the trans-HOCH«H,CO isomer-
ization with MTsearcH and TurRBOMOLE eigenvector following for a given
first Newton—-Raphson (NR) step size (in A/\/M). All calculations have been
performed on a blade system featuring two six-core AMD Opteron 2435 pro-
cessors (i.e., a total of 12 cores). The computing times for optimizations with a
maximum number of orthogonal optimization steps of 10 are given first and
after the slash the computing times for a maximum number of orthogonal op-
timization steps of 3 are given. BP86/RI/def2-SVP (C,Hg) and def2-SV(P) (H,CO)
calculations have been performed with 12 core processors, MPl-parallelized,
and an SCF convergence criterion of 1x1077 a.u. The calculations were con-
sidered to be converged when the gradient norm was below 1x107> a.u. ‘No’
denotes that with the given setting the optimization does not converge to
the TS.

Length of 1 NR step in A/y/amu
Model system 0.5 1.0 15 2.0 2.5
C,Hg 10:04/14:11  8:35/9:58  6:31/8:13  4:05/4:15 2:22/3:54
trans-HOCH«<H,CO | No No/7:16 No/7:14 No No/9:23

E.3 Convergence criteria for MTSEARCH

In Table E.6 we compare the structures and energies of MTSEARCH opti-
mized TSs applying convergence criteria for the gradient norm of 107
a.u. and 107° a.u.

Since the RMSD and the energy differences between the TSs converged
according to the different criteria are small, we conclude that a conver-
gence criterion of 1073 a.u. for the gradient norm is sufficiently accurate,
which is in accordance with the default threshold for a TURBOMOLE struc-
ture optimization.
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Table E.6: Structural (RMSD) and energy (AE) differences between TSs opti-
mized with MTseAarcH applying convergence criteria for the gradient norm
of 107 a.u. and 1072 a.u. BP86/RI/def2-SVP (C,H¢) and def2-SV(P) (H,CO) cal-
culations have been performed with an SCF convergence criterion of 107/
a.u.

Model system RMSDin A  AE in kcal/mol
H,CO, TS-1 (from trans-HOCH minimum) o0.001 0.00
C,Hg (from LST2) 0.056 0.09

E.4 TS-search examples

E.4.1 C2H6

For the second structure of the 6-node LST we obtain a lowest frequency
of 245.5 cm™ (TurRBOMOLE) and 251.3 cm™ (MTSEARCH), respectively.
The overlap between this lowest-frequency eigenvector of the second LST
structure and the optimized TS mode still amounts to 93.6%. The third
structure of the LST is very close to the TS. An eigenvector with an overlap
of 99.5% with the TS mode and an imaginary frequency of —i195.1 cm™
(TurBOMOLE) and —i185.4 cm™ (MTSEARCH), respectively, is obtained.
The imaginary mode of the TS is —301.1 cm™.

E4.2 H,CO

The lowest eigenvalue of the Hessian of the optimized trans-hydroxy-
methylene structure corresponds to a wavenumber of 1100.71 cm™. An
EVF procedure along this eigenvector does not lead to the TS, but the
optimization stays at the minimum-energy structure. We introduce
small distortions in the minimum-energy structure by constructing LST
pathways with 100, 50, 25, 10, 5, or 4 nodes, i.e., introduce distortions
to the minimum-energy structure of 1/100", 1/50", 1/10'", 1/5'" and
1/4'" of the total structural change from cis-hydroxymethylene to trans-
hydroxymethylene. We choose the second node (i.e., the first distorted
structure, since node 1 is equal to the educt structure) as starting struc-
ture for a TS localization and calculate its lowest-frequency eigenvector.
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Only for the second structure of the 4-node LST we obtain an imaginary
frequency, but the EVF procedure localizes the TS (with a frequency of
—i1559.28 cm™!) also for the structures obtained from the LST based on 5
to 100 nodes. The second structure in the 100-node LST is very similar to
the trans-hydroxymethylene structure, their RMSD is only 0.008 A.

E.4.3 [Mo(MeNCH,CH,);N]+N,H,

o TURBOMOLE calculations:

In structure Scang, the lowest frequency of the Hessian amounts to
-i33.4 cm™! and the eigenvector is only to a very small amount local-
ized on the proton that is transfered. Therefore, the contribution of
the eigenvector on the proton diminishes during the EVF procedure
and finally the optimization leads to a minimum-energy structure
(the hydrazine-bound Schrock complex). Also in structure Scaniz,
the part of the eigenvector which is located on the proton is very
small compared to the rest of the eigenvector contributions and the
optimization leads to the hydrazine-bound Schrock complex.

e MTSEARCH calculations:

For Scang, an overall number of 471 steps was required for conver-
gence, and for Scanii, it was 75 steps.

F Additional Reaction Networks

In Figures Fa1, F12, F13, F20, F21 and F22 the reaction networks, in
which the energies of all structures are larger than the energy of the
N, bound Schrock model complex are reported. We assume lutidine-
H* (lutidine = 2,6-dimethylpyridine) as proton source (the reference
energy for the proton is —237.7 kcal/mol) and Cp*,Cr (Cp* is 1,2,3,4,5-
Pentamethylcyclopentadienyl) as electron donor (the reference energy
for the electron amounts to —103.7 kcal/mol). In detail, these high-energy
reaction networks are the two-fold protonated and 2-e~ reduced species,
the three-fold protonated species with a total charge of 2+ and 3+ and the
four-fold protonated species with total charges of 2+, 3+ and 4+. Although
the four-fold protonates species with a neutral or singly positive charge
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have lower energies than the energy of the N, bound Schrock model
complex, these reaction networks are reported here (Figures F.14, F.17), be-
cause the [Mo]-N intermediates with NH; dissociated from the complex
are significantly lower in energy and thus, we assume that the four-fold
protonated clusters in which the [Mo]-N, fragment is still present (i.e.,
the N-N bond is not broken) are not relevant. Moreover, in contrast to
the cutoff criterium chosen for the reaction networks in the main Chapter,
we have chosen an energy cutoft of 25 kcal/mol with respect to the lowest-
energy structure for all minimum-energy structures, which reduces the
number of nodes significantly.
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Figure F.11: BP86/RI/def2-SV(P) reaction network for the two-fold protonated in-
termediates of the N,-bound generic model complex of the Schrock catalyst at a
total charge of 2+ elementary units. Energies are given in kcal/mol. We have chosen
an energy cutoff of 25 kcal/mol with respect to the lowest-energy structure for all
minimum-energy structures. A dark-blue circle around the minimum energy struc-
ture highlights the lowest-energy structure of a given composition and a dark-red
circle a high-energy structure (closest to 25 kcal/mol above lowest-energy structure).
The intermediate which is chosen as reference for the protonation and electron
reduction step is highlighted by a gray background. Element color code: gray, C;
blue, N; turquoise, Mo; white, H of substrate; orange, added H’s.
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Figure F.12: BP86/RI/def2-SV(P) reaction network for the three-fold protonated

intermediates of the N,-bound generic model complex of the Schrock catalyst at a

total charge of 2+ elementary units. Energies are given in kcal/mol. We have chosen

an energy cutoff of 25 kcal/mol with respect to the lowest-energy structure for all

minimum-energy structures. A dark-blue circle around the minimum energy struc-
ture highlights the lowest-energy structure of a given composition and a dark-red

circle a high-energy structure (closest to 25 kcal/mol above lowest-energy structure).
The intermediate which is chosen as reference for the protonation and electron
reduction step is highlighted by a gray background. Element color code: gray, C;
blue, N; turquoise, Mo; white, H of substrate; orange, added H’s.
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Figure F.13: Reaction network for the three-fold protonated intermediates of the
N,-bound generic model complex of the Schrock catalyst at a total charge of 3+
elementary units. Energies are given in kcal/mol. We have chosen an energy cutoff
of 25 kcal/mol with respect to the lowest-energy structure for all minimum-energy
structures. A dark-blue circle around the minimum energy structure highlights the
lowest-energy structure of a given composition and a dark-red circle a high-energy
structure (closest to 25 kcal/mol above lowest-energy structure). The intermediate
which is chosen as reference for the protonation and electron reduction step is
highlighted by a gray background. Element color code: gray, C; blue, N; turquoise,
Mo; white, H of substrate; orange, added H’s.
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Figure F.14: BP86/RI/def2-SV(P) reaction network for the four-fold protonated and 4
e~ -reduced intermediates of the N,-bound generic model complex of the Schrock cat-
alyst. Energies are given in kcal/mol. We have chosen an energy cutoff of 25 kcal/mol
with respect to the lowest-energy structure for all minimum-energy structures and
30 kcal/mol for the activation energies between a minimum-energy structure and the
respective TS. A dark-blue circle around the minimum energy structure highlights the
lowest-energy structure of a given composition and a dark-red circle a high-energy
structure (closest to 25 kcal/mol above lowest-energy structure). The intermediate
which is chosen as reference for the protonation and electron reduction step is high-
lighted by a gray background. Element color code: gray, C; blue, N; turquoise, Mo;
white, H of substrate; orange, added H’s.
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Figure F.15: Part I: BP86/RI/def2-SV(P) optimized structures of the four-fold proto-
nated and 4 e”-reduced intermediates and their identification number.
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Figure F.16: Part I1: BP86/RI/def2-SV(P) optimized structures of the four-fold proto-
nated and 4 e”-reduced intermediates and their identification number.
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Figure F.17: BP86/RI/def2-SV(P) reaction network for the four-fold protonated and 3
e~ -reduced intermediates of the N,-bound generic model complex of the Schrock cat-
alyst at a total charge of +1 elementary unit. Energies are given in kcal/mol. We have
chosen an energy cutoff of 25 kcal/mol with respect to the lowest-energy structure
for all minimum-energy structures and 30 kcal/mol for the activation energies be-
tween a minimum-energy structure and the respective TS. A dark-blue circle around
the minimum energy structure highlights the lowest-energy structure of a given
composition and a dark-red circle a high-energy structure (closest to 25 kcal/mol
above lowest-energy structure). The intermediate which is chosen as reference for
the protonation and electron reduction step is highlighted by a gray background.
Element color code: gray, C; blue, N; turquoise, Mo; white, H of substrate; orange,
added H’s.
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Figure F.18: Part I: BP86/RI/def2-SV(P) optimized structures of the four-fold proto-
nated and 3 e”-reduced intermediates (total charge of +1 elementary unit) and their
identification number.
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Figure F.19: Part I1: BP86/RI/def2-SV(P) optimized structures of the four-fold proto-
nated and 3 e -reduced intermediates (total charge of +1 elementary unit) and their
identification number.
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Figure F.20: BP86/RI/def2-SV(P) reaction network for the four-fold protonated and
2 e -reduced intermediates of the N,-bound generic model complex of the Schrock
catalyst at a total charge of +2 elementary units. Energies are given in kcal/mol.
We have chosen an energy cutoff of 25 kcal/mol with respect to the lowest-energy
structure for all minimum-energy structures. A dark-blue circle around the minimum
energy structure highlights the lowest-energy structure of a given composition and
a dark-red circle a high-energy structure (closest to 25 kcal/mol above lowest-energy
structure). The intermediate which is chosen as reference for the protonation and
electron reduction step is highlighted by a gray background. Element color code:
gray, C; blue, N; turquoise, Mo; white, H of substrate; orange, added H’s.
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Figure F.21: BP86/RI/def2-SV(P) reaction network for the four-fold protonated and
1 e -reduced intermediates of the N,-bound generic model complex of the Schrock

catalyst at a total charge of +3 elementary units. Energies are given in kcal/mol.

We have chosen an energy cutoff of 25 kcal/mol with respect to the lowest-energy
structure for all minimum-energy structures. A dark-blue circle around the minimum
energy structure highlights the lowest-energy structure of a given composition and
a dark-red circle a high-energy structure (closest to 25 kcal/mol above lowest-energy
structure). The intermediate which is chosen as reference for the protonation and
electron reduction step is highlighted by a gray background. Element color code:
gray, C; blue, N; turquoise, Mo; white, H of substrate; orange, added H'’s.
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Figure F.22: BP86/RI/def2-SV(P) reaction network for the four-fold protonated in-
termediates of the N,-bound generic model complex of the Schrock catalyst at a
total charge of +4 elementary units. Energies are given in kcal/mol. We have chosen
an energy cutoff of 25 kcal/mol with respect to the lowest-energy structure for all
minimum-energy structures. A dark-blue circle around the minimum energy struc-
ture highlights the lowest-energy structure of a given composition and a dark-red
circle a high-energy structure (closest to 25 kcal/mol above lowest-energy structure).
The intermediate which is chosen as reference for the protonation and electron
reduction step is highlighted by a gray background. Element color code: gray, C;
blue, N; turquoise, Mo; white, H of substrate; orange, added H’s.
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Abbreviations

Part I: The following abbreviations are used in this thesis.

abbreviation meaning

ADE
BOMD
BS

Cys
DMB
DMSO
DFT
EVF
Fdn
FSM
GRRM
HF
HiPIP
HIPT
HOMO
IR

IRC
KS
LST
LUMO
MP2
NEB
PES

Adiabatic detachment energy
Born-Oppenheimer molecular dynamics
Broken-symmetry

Cysteine

Dimethyl butadiene

Dimethyl sulfoxide

Density functional theory
Eigenvector following

Ferredoxin

Freezing-string method

Global reaction route mapping
Hartree-Fock

High-potential iron protein
Hexa-iso-propyl terphenyl
Highest-occupied molecular orbital
Infrared

Intrinsic reaction coordinates
Kohn-Sham

Linear synchroneous transit
Lowest-unoccupied molecular orbital
Moller-Plesset second-order perturbation
Nudged elastic band

Potential energy surface

(continued on the next page)...
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ABBREVIATIONS

Part Il: The following abbreviations are used in this thesis.

abbreviation meaning
... (continued from the previous page)

QST Quadratic synchroneous transit
PDB Protein data bank

RI Resolution-of-the-identity
RMSD Root-mean square deviation
SCF Self-consistent-field

TS Transition-state structure

WT Wild type

ZPE Zero-point energy
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